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Abstract

Making predictions and learning optimal behavioral strategies are important problems in many

domains such as traffic prediction, pedestrian tracking, financial investments and security systems.

These systems often consist of multiple agents interacting with each other in complex ways, which

makes both the above tasks very challenging in nature. In this thesis, I study and propose

methods to advance the state-of-the-art for several multi-agent learning problems. The first work

on trajectory prediction presents a relational model involving a fuzzy decision making attention

mechanism for multi-agent trajectory prediction. Our approach shows significant performance

gains over many existing state-of-the-art predictive models in diverse domains such as human

crowds, US freeway traffic and various physics datasets. The second work focuses on computing

nash equilibrium strategies in spatial security games with continuous action spaces. We present

OptGradFP, a novel and general model-free learning algorithm that searches for the optimal

defender strategy in a parameterized continuous search space, and can also be used to learn policies

over multiple game states simultaneously. The third work introduces DeepFP, a model-based

strategy learning algorithm which addresses several challenges with OptGradFP and improves

upon it. We demonstrate stable convergence to Nash equilibrium on several classic games and

also apply our methods to a large forest security domain thereby demonstrating the robustness of

the computed strategies against adversarial exploitation. Finally, my last work focuses on placing

multiple resources to protect and cover geographical spaces. We propose the Coverage Gradient

Theorem and combine it with existing genetic algorithms and my previous algorithm, DeepFP, to

improve existing benchmarks for spatial coverage domains.

xii



Chapter 1

Introduction

1.1 Learning in multi-agent systems

Multi-agent systems are ubiquitous today and arise in almost all practical domains like traffic

trajectory prediction [141, 81], pedestrian tracking in crowds [1, 9], path planning problems [107],

infrastructure security [124, 106, 16, 7], game AI [115] etc. These systems are characterized by a

set of agents/entities each with their own separate goals. The policy required by each agent to

achieve their goal is not independent of other agents’ policies. Hence, they all co-exist and interact

in a common environment while affecting each other’s policies in order to achieve their own goals.

Devising models to capture such interaction between multiple agents is the primary focus of this

manuscript.

While there exist a plethora of interesting multi-agent system problems, we will be focusing on

a select few in this thesis due to vastness of the domain. Most conventional research in multi-agent

systems focuses on design, planning and performance for systems with multiple interacting entities.

However the advent of machine learning has given rise to a new set of challenging problems which

focus on settings with multiple goal-oriented agents interacting with each other and learning

autonomously in the presence of other agents. We will keep our focus on multi-agent learning

problems in this manuscript. The key theme behind my work will be to devise models which can
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learn about interactions in a multi-agent or multi-entity system and either make future predictions

or devise actionable strategies to behave optimally in such systems.

1.2 Challenges in multi-agent learning

We begin by characterizing learning problems in multi-agent systems. While there could be many

potential ways to characterize them based on different criterion, for the purpose of this work we

will characterize them into three broad categories as described in the upcoming sections.

1.2.1 Multi-agent prediction

Prediction problems require an algorithm to make predictions in a system comprising of multiple

agents interacting with each other. While for specific simple applications of interest, one could

potentially hard-code a prediction system with handcrafted rules, such an approach does not often

scale to large and more complex practical systems. Hence, learning becomes a key component

of such a prediction algorithm. Since the agents are generally acting autonomously with their

own goals, with potentially limited sensing and observation capabilities, the key challenge for the

prediction algorithm in this setting is to learn to detect changes in agents’ behavior resulting from

interactions with other agents and learn to model the effects of such changes. However, modeling

interactions between agents can often be challenging because of the following reasons:

• Interaction between agents often changes over time and it is hard to infer precisely when

two agents are interacting with each other.

• Changes to agents’ behaviors resulting from interactions can be quite complex to model in

general. In domains involving humans, these interactions often have a fuzzy nature to them.

For instance, a person driving a car on a freeway might reason along these lines: “The car in

front of me is slowing down so I should also step on the brake lightly to avoid tailing the car

closely”, without ever precisely quantifying the degree of slowing down, braking lightly or
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following closely. Characterizing such interactions can require building a learnable attention

mechanism which should be able to take fuzzy decision making into account.

1.2.2 Multi-agent control

Multi-agent control problems comprise of multiple agents co-existing in a common environment

and each trying to achieve its own goal. Each agent needs to learn a policy which accomplishes its

goal in the presence of the other agents while accounting for the effects of their actions on the

agent under focus. In such cases, the agents learn concurrently and their ever-changing policies

often dictate changes in the behaviors of other agents. Hence, learning to control in a multi-agent

setting is a more challenging problem than its corresponding single-agent counterpart. This is

primarily due to the following reasons:

• While in a single-agent learning scenario, the optimal policy is often deterministic, this is

no longer true in a multi-agent learning setting. When multiple agents co-exist, each agent

might need to randomize his/her strategy if there exists any other agent in the environment

with a goal conflicting with that of this agent. Such stochastic strategies are necessary to

prevent exploitation by other adversarial agents.

• Secondly, no agent can optimize a stationary objective. Any agent’s objective often depends

on all other agents’ strategies and requires all agents to learn strategies which achieve

equilibrium in some sense e.g., Nash equilibrium. This way all agents are forced to learn

strategies which are pareto-optimal and no player has any incentive to deviate from his/her

strategy while the others stick to their respective strategies. While there have been significant

advances in single-agent reinforcement learning and control [122, 92, 91], multi-agent control

still suffers from the problem of non-stationary objectives and an agent’s strategy learning

can often go around in circles because the other agents learning in tandem can counteract

its learning [53].
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Further, while there have been recent works which target multi-agent reinforcement learning in

games with discrete action spaces [115, 88, 22, 96], the problem still remains unsolved in continuous

action spaces where it is much harder to approximate and learn probability densities flexibly.

1.2.3 Differentiable modeling of multi-agent systems

Credit allocation is one of the most important problems in multi-agent learning. To be able to

learn policies for all agents jointly, one often requires a predictive model of the multi-agent system

which can allocate credit to each agent’s individual action for any given objective. However, when

multiple agents are interacting in a common environment and an event happens due to their

joint actions, it is often hard to allocate credit to their individual actions for the event. When

learning optimal (or pareto-optimal) policies in continuous action spaces, such a credit allocation

model often boils down to having a continuous and differentiable reward prediction model of the

multi-agent system, in which backpropagation can then allow for credit assignment. However,

learning such differentiable models comes with its own set of challenges in terms of accuracy and

performance guarantees. While it is not always possible to simplify the design of differentiable

reward models, we will consider the problem of designing differentiable reward models for the

specific domain of multi-resource spatial coverage and tackle some of the common challenges which

make the reward models non-differentiable in this domain.

1.2.4 Working in continuous action spaces

This thesis focuses on prediction, control and designing differentiable reward models for interacting

multi-agent systems. We focus on games and settings with continuous action spaces in this

manuscript. Before moving forward it is important to justify this decision.

While there have been recent works which target multi-agent reinforcement learning in games

with discrete action spaces [115, 88, 22, 96], the problem still remains unsolved in continuous

action spaces where it is much harder to approximate and learn probability densities flexibly.
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More specifically, we consider Stackelberg Security Games (SSGs), which have been extensively

used to model defender-adversary interaction in protecting important infrastructure targets such

as airports, ports, and flights [106, 16, 7]. Recently, there has been an increasing interest in

SSGs for green security domains such as protecting wildlife [69, 134], fisheries [46] and forests [63].

Unlike infrastructure protection domains which have discrete locations, green security domains

are categorized by continuous action spaces (e.g., a whole conservation area needs protection) for

placing resources, which makes it hard to approximate and learn stochastic strategies flexibly.

Notably, many previous works, especially in spatial security game domains [142, 46, 36, 139]

have chosen to discretize the state and action spaces involved to find equilibrium strategies.

However, note that in reality an attacker may not attack only at discretized locations, which

invalidates discretized solutions in real settings. Further, the computation after discretization can

still be intractable (esp. with growing number of players’ resources) [124]. For instance, consider a

coarse discretization of a 2D forest domain into a 100× 100 grid. Let us assume we wish to cover

this forest with 10 drones. Note that this discretization already gives us an intractable number of

joint drone placements ((100× 100)10 = 1040). While column generation and double oracle based

approaches can somewhat improve computation efficiency, the memory and runtime requirement

still remains high [139]. Hence, in our work we have chosen to keep the action spaces of all agents

(or their placed resources) continuous and with this choice we are able to benefit from continuity

of the agents’ action spaces and from gradient-based methods.

1.3 Research contributions of thesis

Our contributions for this manuscript are briefly summarized below:

Multi-agent prediction: Our first contribution is to address the problem of predicting

trajectories of multiple agents interacting with each other. Trajectory prediction for scenes with

multiple agents and entities is a challenging problem in numerous domains such as traffic prediction,
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pedestrian tracking and path planning. We present a general architecture to address this challenge

which models the crucial inductive biases of motion, namely, inertia, relative motion, intents and

interactions. Specifically, we propose a relational model to flexibly model interactions between

agents in diverse environments. Since fuzzy representations without precise quantification enter

routinely into human interactions and decision making processes [24], we posit that a model learning

to predict trajectories of interacting agents can benefit from embedded fuzzy decision making

capabilities. At the core of our model lies a novel attention mechanism, namely Fuzzy Query

Attention (FQA). It models pairwise attention to decide about when two agents are interacting by

learning keys and queries which are combined with a dot-product structure to make continuous-

valued (fuzzy) decisions. It also simultaneously learns how the agent under focus is affected by

the influencing agent given the fuzzy decisions. We demonstrate significant performance gains

over existing state-of-the-art predictive models in five domains: (a) trajectories of human crowd,

(b) US freeway traffic, (c) object motion and collisions governed by Newtonian mechanics, (d)

motion of charged particles under electrostatic fields, and (e) NBA sports data, thereby showing

that FQA can learn to model very diverse kinds of interactions. Our experiments show that our

model derives its strength from fuzzy decision making and the fuzzy decisions made over time are

highly predictive of interactions even when all other input features are ignored. Lastly, we show

that our architecture supports adding human knowledge in the form of fuzzy decisions, which can

provide further gains in prediction performance.

Multi-agent control: Our next set of contributions is in the field of Stackelberg Security

Games (SSGs). We provide a novel approach for solving security games based on reinforcement

learning, fictitious play and deep learning. This approach extends the existing toolkit to handle

complex settings such as general games with continuous action spaces. We present OptGradFP, a

novel and general algorithm which considers continuous space parameterized policies for two-player

zero-sum games and optimizes them using policy gradient learning and game theoretic fictitious

play. Our experimental analysis with OptGradFP demonstrates the superiority of our approach
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against comparable approaches such as StackGrad [3] and Cournot Adjustment (CA) [34]. Next

we present DeepFP, which addresses the weaknesses of OptGradFP. The key novelties of DeepFP

are: (a) It represents players’ approximate best responses via state-of-the-art generative neural

networks which are highly expressive implicit density approximators with no shape assumptions

on players’ action spaces, (b) Since implicit density models cannot be trained directly, it also uses

a game-model network which is a differentiable approximation of the players’ payoffs given their

actions, and trains these networks end-to-end in a model-based learning regime, and (c) DeepFP

allows replacing these networks with domain-specific oracles if available. This allows working in the

absence of gradients for player/(s) and exploit techniques from research areas like mathematical

programming to compute best responses. DeepFP addresses the lack of representational power of

OptGradFP via flexible implicit density approximators. Further, its model-based training proceeds

without any likelihood estimates and hence does not yield −∞ log-likelihoods in any parts of the

action space, thereby converging stably. Moreover, unlike OptGradFP, DeepFP is an off-policy

algorithm and trains significantly faster by directly estimating expected rewards using the game

model network instead of replaying previously stored games.

Differentiable modeling of multi-agent systems: Lastly, we contribute to building of

differentiable reward models in multi-resource spatial coverage domains. Allocation of multiple

resources for efficient spatial coverage is an important component in many practical systems, e.g.,

robotic surveillance, mobile sensor networks and green security domains. Most conventional solution

approaches either: (a) rely on exploiting spatio-temporal structure of specific coverage problems, or

(b) use genetic algorithms when targeting general coverage problems where no special exploitable

structure exists. We instead propose the coverage gradient theorem, which provides a gradient

estimator for a broad class of spatial coverage objectives using a combination of Newton-Leibniz

theorem and implicit boundary differentiation. This allows differentiable credit assignment for the

placement of different resources towards a given coverage objective. We also propose a tractable

framework to approximate the coverage objectives and their gradients using spatial discretization.
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Hence, we keep the resource allocations amenable to gradient-based optimization thereby leading

to faster, scalable and more directed ways of search and optimization for multi-resource coverage

problems. By combining our framework with existing optimization methods, we demonstrate

successful applications on both surveillance and green security spatial coverage domains.
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Chapter 2

Survey of Related Work

Learning in multi-agent systems has been a long standing research challenge in numerous practical

domains. Since a complete literature review is out of scope of this thesis, we instead choose a few

key practical domains to study and focus here on recent works in these domains.

Specifically, study of interaction is a common problem when a model needs to predict trajectories

of multiple agents, e.g., in pedestrian trajectory prediction or predicting trajectories of vehicles

around a self-driving vehicle. Hence, we will choose multi-agent trajectory prediction as the specific

domain to study interaction modeling between multiple agents.

Similarly, studying interaction between more than one agent and learning optimal policies can

happen in a vast variety of domains. We choose to focus on a narrow subset, namely, Stackelberg

Security Games (SSGs) because of its practical importance in modeling protection of critical

targets like forests, airports, wildlife etc. For the same domain, we shall also study optimal resource

placement for spatial coverage for credit allocation in multi-agent systems.

Hence, we will primarily focus on a literature review of multi-agent trajectory prediction,

Stackelberg Security Games (and the surrounding game theoretic constructs) and multi-resource

spatial coverage domains. The rest of this chapter discusses these domains, cites the most recent

related work and contrasts the work presented in this manuscript to the related work.
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2.1 Multi-agent trajectory prediction

Multi-agent trajectory prediction is a well-studied problem spanning across many domains such

as modeling human interactions for navigation, pedestrian trajectory prediction, spatio-temporal

prediction, multi-robot path planning, traffic prediction, etc. While earlier work on trajectory

prediction focused on simple social force based models, more recent line of work has focused on

using graph recurrent neural network architectures.

2.1.1 Social Force based models

Early work on predicting trajectories of multiple interacting agents dates back to more than two

decades starting from Helbing and Molnar’s social force model [51] aimed at modeling behavior of

pedestrians in crowds. The key idea is that the motion of pedestrians can be described as if they

would be subject to social forces. The model assumes three types of social forces: (a) A term for

accelerating towards the desired direction of motion, (b) Terms to maintain a certain safe distance

from other pedestrians and boundaries, and (c) A term to model attractive effects. This early

model results in non-linearly coupled Langevin equations and was empirically shown to be capable

of reasonably describing self-organization of pedestrian behavior.

The model was later extended and applied to videos recorded from birds-eye view at busy

locations for multi-people tracking [98] and also linked with an energy-based formulation [141].

These models primarily assumes that attractive and repulsive social forces govern the behavior of

agents in vicinity of each other and magnitude coefficients of such forces were often learnt from

data. However, such models are often simple and do not fare well in complex scenarios like traffic

trajectory prediction or complex physics domains modeling. In such scenarios models with a more

flexible inductive bias are often required, e.g. deep neural networks and their variants.
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2.1.2 Graph recurrent neural network based models

Due to the growing success being enjoyed by deep recurrent models like RNNs and LSTMs [55]

in sequence prediction, recurrent neural networks with LSTM-based interaction modeling have

recently become predominant for multi-agent trajectory prediction [89]. These models contain

a general deep neural network to model interactions between agents and specialized pooling or

attention mechanisms to aggregate the effect of interactions from multiple agents on a single agent.

To aggregate influence of multiple interactions, various pooling mechanisms have been proposed

for both human crowds modeling [1, 40] and for predicting future motion paths of vehicles from

their past trajectories [23]. Specifically, Alahi et al. [1] model trajectories of agents using LSTMs

and pool the internal LSTM hidden states of agents in a discretized neighborhood of an agent of

focus to model the effects of neighboring agents onto the focused agent. While discretizing the

neighborhood is a simple method, it often introduces inaccuracies in summarizing hidden states

which was later improved by [40] with a direct mean-pooling mechanism. They also introduced a

generative adversarial network (GAN) based architecture for diverse trajectory sample generation.

The idea was also augmented to that of convolutional social pooling by [23] and applied to vehicle

trajectory prediction on freeways.

Many state-of-the-art models have also incorporated attention mechanisms to predict motion

of human pedestrians in crowds. [129] proposed an end to end deep learning model to learn the

motion patterns of humans using different navigational modes including a soft attention mechanism.

The architecture is extendable to handle multiple modes of movements (e.g. pedestrians, bikers

and buses) simultaneously. [132] propose Social Attention to capture the relative importance of

each neighboring agent onto an agent of focus when navigating in a crowd, while [29] propose a

combination of soft-attention and hard-wired attention in order to map trajectory information

from the local neighbourhood of a pedestrian to its future positions.
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For a review and benchmark of different approaches in this domain, we refer the interested

reader to [9].

2.1.3 Other learning based methods

Other recent works in traffic modeling have used deep autoencoder models with additional

scene context for trajectory prediction [81] and learnt safe driving policies using reinforcement

learning via model-predictive control [52]. Many recent works have also studied trajectory

prediction for particles in mechanical and dynamical systems where the goal is to learn the

underlying laws of physics which govern the motion of particles either by using learnable network

architectures [17, 73] or via topological invariants enforced by Hamiltonian Dynamics [90]. Other

works have employed hierarchical neural network encoder-decoder models for predicting trajectories

of soccer and basketball players [148, 57, 119, 147] and designed specialized models suited for

predicting trajectories in multi-robot path planning [107]. More recently, additional architectures

have been proposed inspired form the psychological Theory of Mind for predicting actions of agents

trained with reinforcement learning [102].

2.1.4 Comparison with our FQA model

A recurring theme in many of the above works is to view the agents/entities as nodes in a graph

while capturing their interactions via the graph edges. Since graph neural networks can be

employed to learn patterns from graph-structured data [44, 8], the problem reduces to learning an

appropriate variant of graph neural networks to learn the interactions and predict the trajectories

of all agents [123]. Recent works have devised different variants of graph networks, e.g. with direct

edge-feature aggregation [44, 8], edge-type inference [73], modeling spatio-temporal relations [61],

and attention on edges between agents [131] to predict multi-agent trajectories in diverse settings.

Our work (Fuzzy Query Attention [68]) assumes an underlying graph-based representation but

differs from the above literature in the use of a novel attention mechanism to capture interactions
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between agents. Our attention mechanism learns keys and queries to make fuzzy decisions about

when and how two agents are interacting, and further models the effects of the interaction. The

learnt fuzzy decision variables are highly predictive of interactions between pairs of agents and our

architecture also allows incorporating human-knowledge in the form of hard-coded fuzzy decisions.

2.2 Learning to control in multi-agent games

Next we consider the case where multiple agents in a multi-agent learning are individually trying

to learn optimal policies to meet their own goals. This setting naturally forays us into the

realms of game theory. However, using reinforcement learning to learn optimal policies can be

a challenging task when multiple agents interact with each other simultaneously because from

the perspective of any single agent, the environment appears to be non-stationary. We will first

describe the state-of-the-art in reinforcement learning for when a single agent interacts with a

stationary environment over time. Next we will focus on extensions to the multi-agent setup and

mitigating the non-stationarity induced by the presence of multiple agents. Finally we will review

the specific case of Stackelberg Security Games which will be the domain under consideration in

this manuscript.

2.2.1 Single-agent reinforcement learning

Reinforcement learning (RL) is the classic learning paradigm which allows an agent to interact

with an environment repeatedly and optimize its behavioral policy over time towards achieving

a designated goal. Traditionally, reinforcement learning is based on the framework of Markov

Decision Processes (MDPs) [13], which assumes a set of states S available to the agent in which

the agent can take an action from its pre-designated action set A. This leads to the environment

transitioning to a new state as determined by its fixed (but generally unknown to the agent)

transition distribution T and the agent achieving a reward for its action. By collecting rewards
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over multiple state-action trajectories being executed in the environment, the agent eventually

needs to learn to take actions which lead to a better total reward over a trajectory. Further

extensions of MDPs dis-allow the agent from receiving the full state, rather they only allow access

to a restricted transformation of the state i.e. an observation. Such setting is called a Partially

Observable MDPs or POMDPs [5, 64]. For the purpose of this manuscript we will primarily focus

on techniques for learning in MDPs and leave the POMDP extensions to future work.

There are primarily two kinds of methods in single-agent reinforcement learning: (a) Model-free

RL and (b) Model-based RL. The former class of methods rely on learning either optimal value

functions or optimal policies or both directly without learning a model for the environment’s

transition distribution. The latter class of methods rely on learning a model of the environment’s

transition distribution and subsequently using it to learn optimal behavioral policies.

2.2.1.1 Value-function based Model-free RL

A key idea in reinforcement learning is that of a value function Qπ, with Qπ(s, a) denoting the

long-term utility of taking an action a in state s and following the policy π thereafter. By learning

the optimal value-function Q∗, one can always extract the best action in any given state, a.k.a. the

optimal policy as π∗(s) = arg maxaQ
∗(s, a). While value-based methods had already existed for a

few decades for single agent games, e.g., Q-learning [137], they were recently revived again with

the advent of deep learning. The first successful application of this technique was the DQN [92],

which used a flexible deep neural network as a function approximator in Q-learning to store the

Q∗ function. Mnih et al. [92] additionally employed a target neural network and a replay memory

to stabilize the convergence of Q-learning under function approximation. This was tested on a

suite of 51 Atari 2600 games, in majority of which it outperformed human-level scores by learning

directly from high-dimensional sensory inputs.

The DQN algorithm has since been researched further and evolved significantly by many

subsequent works. Instead of directly approximating the Q∗ function, Wang et al. [136] approximate
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the advantage of taking a specific action over the average value function of a state in the form

of a dueling neural network architecture. Van Hasselt et al. [128] show that the DQN algorithm

overestimates action values in general and can lead to a significant learning bias. They rectify it

by proposing the Double-DQN algorithm which decouples the learning of the optimal Q∗ function

from the actual gameplay by using the target Q network to select actions and the optimal Q

network to evaluate the selected actions in the Q-learning update rule. Schaul et al. [110] analyze

the mechanism used by the replay memory of DQN to sample experiences and propose a modified

replay mechanism which prioritizes drawing out experiences which have a larger error between

their actual and predicted Q-value to reduce the error on such experience trajectories faster. These

advances along with those in distributional RL [12] have been recently combined into the Rainbow

DQN [54] which now provides state-of-the-art performance on the Atari 2600 benchmark, amongst

value-based model-free methods, both in terms of data efficiency and final performance. Extensions

to POMDPs have also been proposed by employing recurrent neural networks like LSTMs to

approximate the Q-function, namely DRQN [47].

2.2.1.2 Policy based Model-free RL

The other key idea in model-free RL is to directly learn the optimal policy π. At its most basic level,

this can be done by calculating the gradient of the desired long-term expected return w.r.t. the

policy parameters and performing gradient ascent on the parameters. The policy is usually stored

by a deep neural network and the gradients are computed using the policy gradient theorem [122],

which is often also called the REINFORCE rule.

However, a direct application of raw policy gradients can provide very high variance gradient

estimators. This is often rectified by employing value-functions as baselines to reduce the variance

of vanilla policy gradient methods. Doing so results in actor-critic methods where the policy being

learnt is often termed as the actor and the value-function as the critic. A popular example of
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such approaches is the A3C algorithm [91] which additionally parallelizes the execution of multiple

actor policies for faster data collection and accelerated learning.

Another way to employ policy gradients with controlled variance is by devising auxiliary

approximations to the desired long-term return such that the gradients of these auxiliary loss

functions admit more principled estimators with lower variance, such as in the Trust Region

Policy Optimization (TRPO) algorithm [112] and its more popularly used variant called the

Proximal Policy Optimization (PPO) algorithm [113]. These algorithms also have been rigorously

tested and employed in many domains [48] and their variants proposed for: (a) scalability, using

approximate factorizations [138], (b) robustness, using double Q-learning [35], and (c) sample-

efficiency, using experience replay [135]. One of the most popularly employed actor-critic algorithms

is the Soft Actor-Critic (SAC) proposed by Haarnoja et al. [42] which uses a stochastic actor

with an augmented maximum-entropy objective to improve the brittle convergence properties of

actor-critic methods. Other recent works explore additional relationships and equivalences between

value-based and policy-based methods [95, 38, 39, 111].

2.2.1.3 Model-based RL

The final class of single-agent RL methods rely on learning a model of the environment’s transition

distribution and subsequently using it to learn optimal behavioral policies. One of the simplest

and earliest algorithm of this class called Dyna [121] does exactly the following: it learns a model

of the environment and uses it to compute the optimal policy using direct value or policy iterations

with bellman updates in the tabular setting. These two steps can be iteratively repeated. More

elaborately, if a fully accurate environment model is available then one can use tree search to

search for the optimal action. This optimal action can be learnt by a policy and the learnt policy

neural network can be used in conjunction with the tree search to guide it to more useful actions

as done by the ExIt algorithm [4]. Other works use learnt generative models of the environment
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to extract compressed features as inputs to the policy network or directly train the policy entirely

inside of an environment generated by its own internal world model [41].

However, learning a full environment model can be both cumbersome and infeasible in large

practical settings. Further, using a learnt model directly is generally highly erroneous since the

errors in learning the model often also propagate into the optimal policy computation procedure.

Hence, more recent models employ more indirect ways of acquiring and using learnt models. For

instance, Nagabandi et al. [93] propose to use learnt neural network based models to bootstrap

model-free policies which can then be fine-tuned using classical model-free policy gradient methods.

At times, model-based methods can be used more directly with model-free methods to reduce

the sample complexity of learning RL policies. The I2C model [103] uses a learnt model to perform

imagination rollouts of how a certain state can pan out in the future under various sequence

of actions. A summary of these imagination rollouts encoded by a recurrent neural network is

then provided as an input to the standard model-free policy neural network. This allows a more

robust usage of a learnt model and the model-free policy network can learn to ignore inaccurate

rollouts or some parts of them when the learnt model is not very accurate. Recently, Feinberg

et al. [27] proposed model-based value expansion (MVE), which controls for uncertainty in the

model by allowing imagination upto a fixed depth. This improves value estimation, and in turn,

reduces the sample complexity of learning. Buckman et al. [15] introduce the stochastic ensemble

value expansion (STEVE) model as another method to combine model-based approaches with

model-free learning in such a way that errors in the model do not degrade performance. STEVE

dynamically interpolating between model rollouts of various horizon lengths for each individual

example and ensures that the model is only utilized when doing so does not introduce significant

errors. This approach outperforms model-free baselines on continuous control benchmarks with an

order-of-magnitude increase in sample efficiency.

Other approaches to using model-based methods in conjunction with model-free methods include

Model-Ensemble Trust-Region Policy Optimization (ME-TRPO) [79] which features ensembles of
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models and Model-Based Meta-Policy-Optimization (MB-MPO) [18] which uses meta-learning to

prevent policy degradation due to model errors.

2.2.2 Multi-agent reinforcement learning

Reinforcement learning in multi-agent systems is studied under the framework of Markov games [85]

which extends the notion of a Markov Decision Process to incorporate multiple agents with their

own distinct objectives. Learning in multi-agent systems can be an extremely challenging problem

since many temporal difference approaches which are feasible in a single-agent setting no longer

apply in the multi-agent setting. This is because from the perspective of any single agent, the

environment is no longer stationary when multiple agents are learning in tandem [53]. Consequently

a plethora of evolutionary dynamics can result depending on how the different agents learning

together affect each other. For a comprehensive survey, we refer the reader to [14] and focus only

on the recent advances in this section.

If the agents in a multi-agent system can be guaranteed to be purely cooperative or purely

adversarial by nature, this knowledge can often significantly affect the design of learning algorithms

for them. Learning in more general mixed cooperative-competitive settings is still possible but can

require more complex techniques. We will survey each of these settings separately below.

2.2.2.1 Learning in cooperative multi-agent games

Purely cooperative games are generally easiest to learn in since all agents share the same objective

and the underlying challenge is to learn to communicate for inducing cooperation or induce

cooperation directly via actions. Some of the earliest attempts at learning to communicate were

CommNet [118] and Differentiable Inter-Agent Learning (DIAL) which consisted of multiple agents

learning to communicate amongst themselves alongside their policy via end-to-end learning of

protocols in complex environments.
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While communication is generally an effective way for multi-agent cooperation, broadcasting

information amongst all agents on predefined communication channels can be impairing and may

even slow down learning. [22] presents the TarMAC model for targeted multi-agent communication,

where agents learn both what messages to send and whom to address them to while performing

cooperative tasks in partially-observable environments. Jiang and Lu [62] present an attentional

communication model that learns when communication is needed and how to integrate shared

information for large-scale cooperative decision making.

Sunehag et al. [120] study the problem of credit assignment in cooperative multi-agent games.

They address this problem by training individual agents with a value decomposition network

architecture (VDN), which learns to decompose the team’s joint value function into agent-wise

value functions and further explore the role of incorporating weight sharing, role information and

information channels. Rashid et al. present QMIX [104] which employs a network to estimate

joint action-values as a complex non-linear combination of per-agent values that condition only

on local observations. The structure enforces that the joint-action value is monotonic in the per-

agent values, which allows tractable maximisation of the joint action-value in off-policy learning.

However, in doing so VDN and QMIX address only a fraction of factorizable multi-agent RL

tasks due to assuming structural constraints in their reward factorization like additivity and

monotonicity. [116] introduces QTRAN which provides another value function decomposition to

alleviate such structural constraints and transforms the original joint action-value function into an

easily factorizable one, while maintaining the same optimal actions.

2.2.2.2 Learning in adversarial multi-agent games

While learning to cooperate requires agents to learn to communicate, in adversarial settings, agents

need to learn to outsmart their opponents. In such cases, while sometimes a deterministic policy

might be optimal, e.g. in the game of Go, at other times no agent can stick to a deterministic
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strategy since they might be highly exploited by his opponents and hence agents often require

stochastic policies.

Some of the first recent attempts to solving adversarial games with two players are based on the

idea of scaling fictitious play to large domains. [49] proposed Fictitious Self-Play (FSP), a machine

learning framework that implements fictitious play in a sample-based fashion for large domains and

presents experiments in imperfect-information poker games demonstrating the convergence of FSP

to approximate Nash equilibria. The authors’ later work Neural Fictitious Self-Play (NFSP) [50]

introduces a more scalable end-to-end approach to learning approximate Nash equilibria with

deep reinforcement learning. This was also the first time, where a learnt strategy in Limit Texas

Holdem Poker approached the performance of state-of-the-art superhuman algorithms. Finally,

the idea of self-play was scaled to solve games like Chess, Shogi and most importantly Go by

combining it with deep neural networks and tree search in the AlphaGo algorithm [115]. The

approach used value networks to evaluate board positions and policy networks to select moves,

where these neural networks were trained by a combination of reinforcement learning from self-play

and Monte Carlo tree search. AlphaGo was able to achieve a 99.8% win-rate against other Go

programs and defeated multiple international human Go grandmasters.

Alternatives to fictitious play have also been proposed where the two competing players use

specialized update rules to shape their own learning and also their opponent’s learning. Foerster

et al. present Learning with Opponent-Learning Awareness (LOLA) [33], where each agent shapes

the anticipated learning of the other agents in the environment by including an update term that

account for the impact of one agent’s policy on the anticipated parameter updates of the other

agents. The LOLA learning rule showed desirable behavior in certain games like the emergence of

tit-for-tat strategy in the iterated prisoners’ dilemma game and being robust against exploitation

by higher order gradient-based methods. However, [83] showed that while experimentally successful,

LOLA agents can exhibit behaviour directly at odds with convergence. The authors then presented

Stable Opponent Shaping (SOS), a method to interpolate between LOLA and a stable variant called
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LookAhead, which converges locally to equilibria in all differentiable games while also shaping the

learning of opponents and consistently matching or outperforming LOLA. Lockhart et al. present

a more direct approach, namely exploitability descent [86], to compute approximate equilibria

in two-player zero-sum extensive-form games, by direct policy optimization against worst-case

opponents. The key idea is to drive both players to force the exploitability of their strategy to

converge asymptotically to zero, thereby sending the joint policies to a Nash equilibrium.

Finally, Vinyals et al. recently proposed AlphaStar [133], an augmented variant of self-play

which involved a diverse tournament of continually adapting strategies and counter-strategies, each

represented by deep neural networks. AlphaStar stood at grandmaster level and above 99.8% of

officially ranked human players in the immensely complex human e-sport of StarCraft [108].

2.2.2.3 Learning in general multi-agent games

While learning in cooperative and competitive games admit algorithms based on the reward

structure of the game, it is much harder to find successful algorithms to learn in any general

multi-agent game. One of the earliest studies of exploring with the DQN algorithm for multi-agent

settings is [125] . However, the experimentation in this work was restricted to only one of the

Atari 2600 benchmark games, namely Pong, and featured simple results for extending single-agent

DQN to multi-agent settings which may not work for more complex games. Later Foerster et al.

introduced a stabilized version of experience replay for deep multi-agent RL [31] built on top of

DQN. The major ideas were to: (a) use a multi-agent variant of importance sampling to decay

obsolete data, and (b) condition each agent’s value function on the age of the data sampled from

the replay memory in order to alleviate the non-stationairty issue in multi-agent deep RL. However,

such simplified heuristics do not necessarily suffice to solve any general multi-agent game.

Lanctot et al. presented a complex approach namely, Policy Space Response Oracles (PSRO) [80]

as a unified game-theoretic approach to multi-agent RL. The algorithm was based on approximate

best responses to mixtures of policies generated using deep reinforcement learning, and empirical
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game-theoretic analysis to compute meta-strategies for policy selection. The algorithm generalized

existing ones such as independent RL, iterated best response, double oracle and fictitious play

and was tested in settings with discrete action spaces. Lowe et al. presented MADDPG [88], a

multi-agent Actor-Critic for mixed cooperative-competitive environments that considers action

policies of other agents and utilizes an ensemble of policies for each agent that leads to more

robust multi-agent policies. [60] improves upon this with another actor-critic algorithm that

trains decentralized policies in multi-agent settings, using centrally computed critics that share

an attention mechanism which selects relevant information for each agent at every timestep.

This approach applies to cooperative settings with shared rewards, individualized agent rewards,

adversarial settings as well as settings that do not provide global states.

Despite all previous approaches, learning in general multi-agent games remains an open area of

study. More recent works study mechanics of n-player differentiable games in general where there

are multiple interacting losses. Balduzzi et al. [6] develop a new variant of gradient adjustment

called Symplectic Gradient Adjustment (SGA), a new algorithm for finding stable fixed points

in general games. The key idea is to decompose the second-order dynamics of games into two

components: (a) The first related to potential games, which reduce to gradient descent on an

implicit function, and (b) The second related to Hamiltonian games, a class of games that obey a

conservation law, akin to those in mechanical systems. Foerster et al. have also recently presented

the Bayesian Action Decoder (BAD) for multi-agent RL [32]. They introduce the new, public belief

MDP, in which the action space consists of all deterministic partial policies, and exploits the fact

that an agent acting only on this public belief state can still learn to use its private information

if the action space is augmented to be over all partial policies mapping private information into

environment actions. BAD surpasses all state-of-the-art approaches on the challenging, cooperative

partial-information card game Hanabi in the two-player setting.
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Finally, many multi-agent RL approaches also focus on settings with partial observability [96,

117] and on model-based multi-agent RL where agents learn models for other agents. For a

comprehensive survey of the latter, we refer the interested reader to [2].

2.3 Stackelberg Security Games

Stackelberg Security Games (SSGs) are a sub-class of games played between two agents, namely,

a defender and an attacker. The defender perpetually defends a set of targets with a limited

set of resources. The targets can be discrete, e.g., entry points at an airport or continuous, e.g.,

tree density in a protected forest. The resources to be placed, e.g., checkpoints at airports or

surveillance drones for forests, are generally assumed to be discrete and finite. The attacker is

allowed to surveil the defender’s resource placement strategy for an indefinite period of time. The

attacker can then choose to attack a target (or a set of targets) based on the acquired information.

SSGs are an important sub-class of multi-agent games due to their practical utility in security

domains and have been extensively used to model defender-adversary interaction in protecting

important infrastructure targets such as airports, ports and flights [106, 16, 7].

2.3.1 Approaches to solving SSGs with discrete targets

SSGs are leader-follower games and the associated solution concept with such games is characterized

as a Stackelberg Equilibrium. The solution concept characterizes the defender’s strategy to commit

to, such that the defender’s expected utility is maximized assuming that the attacker will best

respond to his/her strategy.

Some of the early results on leader-follower games come from [21] where the authors study how

to compute optimal strategies to commit to under both pure and mixed strategy regimes. The

authors provide both positive results in the form of efficient algorithms when the set of targets

and resources are discrete and negative NP-hardness results otherwise. Additional algorithms for
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large security games have been developed by [70] by assuming compact models of security games,

which allow improvements in both memory and run-time compared to the best known algorithms

for solving general Stackelberg games.

Most known approaches for solving SSGs with discrete targets rely on linear programming

(LP) and mixed integer linear programming (MILP) which do not scale well to large-scale and

complex security games, despite techniques such as column generation and cutting planes [124].

2.3.2 SSGs with continuous target densities

Recently, there has been an increasing interest in SSGs for green security domains such as for

protecting wildlife [69, 134] and fisheries [46] and for devising patrol strategies to protect forest

areas [63]. Unlike infrastructure protection domains which have discrete locations, green security

domains are categorized by continuous spaces (e.g., a whole conservation area needs protection).

Since green security domains generally involve protecting areas, a key idea is to visualize the

security game as happening on a plane (called SGP [36]) and exploit the geometry of the underlying

plane by discretizing the target area into grid cells. While computing a Stackelberg equilibrium of

an SGP is NP-hard even for zero-sum games, the authors of [36] are able to develop a polynomial-

time approximation scheme for zero-sum SGPs with this approximation. Other previous works also

discretize the target area into grid cells and restrict the players’ actions to discrete sets [142, 46] to

find the equilibrium strategy using linear programming (LP) or mixed-integer programming (MIP).

[26] focuses on protecting mobile targets that lead to a continuous set of strategies for the players.

They discretize the strategy space for the defender to employ an efficient linear-program-based

solution along with a heuristic method of equilibrium refinement for improved robustness. [143]

propose SCOUT-C which also discretizes the defender’s action space into bins and employs linear

programming to solve for a strategy efficiently. However, discretization suffers from certain key

issues:
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1. A fine-grained discretization makes it intractable to compute the optimal defender strategy

using mathematical programming based techniques, especially when there are multiple

defender resources [124].

2. While a coarse discretization of the target domain might scale better, it leads to a low

solution quality for the computed strategy.

Other approaches handle continuous space by exploiting spatio-temporal structure of the

game. [11] study a class of security games targets and resources moving on a real line. They

provide an algorithm which runs in time polynomial in the input size, and poly-logarithmic

in the number of possible resource placement locations. Later, [10] extended the work beyond

a one-dimensional line to spatio-temporal graphs. However, since finding an optimal defender

strategy is NP-hard on general graphs, the authors proposed an LP relaxation of the problem along

with a rounding technique to obtain an approximate solution. [63] frame the problem of setting

up patrols to maximize a safe forest area and numerically solve differential equations assuming

spherical symmetry and uniform tree density. A key drawback of all these approaches is that they

all assume special structure in the game and cannot be extended to general security game settings.

2.3.3 Fictitious Play based approaches

Since Stackelberg Equilibrium coincides with Nash Equilibrium (NE) in zero-sum security games

and in some structured general-sum games [75], many general algorithms for finding mixed strategy

Nash Equilibrium also apply to such security games. One of the earliest approaches to finding

equilibria in continuous action spaces has been the Cournot adjustment strategy which has recently

been applied with gradient-based methods by [3], however Cournot adjustment is known to suffer

from convergence issues [65].

Fictitious Play (FP) is another classic algorithm studied in game theory and involves players

repeatedly playing the game and best responding to each other’s history of play [28]. FP converges
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to a Nash equilibrium (NE) for specific classes of discrete action games [76] and is a viable practical

algorithm for solving many zero-sum security games [20]. FP has laso been extended to continuous

time games by [114].

More recent variants of FP like Stochastic Fictitious Play have been proven to converge under

much more diverse settings of zero-sum games, potential games and super-modular games [56].

Perkins and Leslie [99] study Stochastic Fictitious Play to continuous action spaces and study the

limiting behaviour of SFP using the associated smooth best response dynamics on the space of

finite signed measures. They show that SFP converges to an equilibrium point in single population

negative definite games, two-player zero-sum games and N-player potential games, under the

assumption of Lipschitz continuous rewards. Leslie and Collins have proposed another variant

called Generalized Weakened Fictitious Play (GWFP) which is known to converge under more

diverse settings under reasonable regularity assumptions over underlying domains [82].

2.3.4 Fictitious Play in continuous action spaces

While FP applies to discrete action games with exact best responses, it does not trivially extend

to continuous action games with arbitrarily complex best responses. Variants of FP either require

explicit maximization of value functions over the action set as performed in Fictitious Self-

Play [49, 50] or maintaining complex hierarchies of players’ past joint strategies as in PSRO [80].

These are only feasible with finite and discrete action sets (e.g. poker) and does not generalize to

continuous action spaces.

Since it is challenging to maintain distributions over continuous action spaces, recent works in

multi-agent reinforcement learning [88] often assume explicit families of distributions for players’

strategies which may not span the space of strategies to which NE distributions belong. More

recently update rules which modify gradient descent using second-order dynamics of multi-agent

games have been proposed [6].
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Our work mitigates these issues by maintaining flexible densities via replay memories and by

using implicit function approximators with strong representational power to approximate best

responses.

2.4 Optimal resource allocation for spatial coverage

Next we focus on the allocation of multiple resources for efficient spatial coverage, which forms an

important component of many practical systems, e.g., robotic surveillance, mobile sensor networks

and green security domains. This problem will help us tackle the differentiable credit assignment

challenge in multi-agent systems.

Traditional methods used to solve multi-resource surveillance problems often make simplifying

assumptions to devise tractable solution techniques. While we will survey these methods briefly,

we will primarily focus on addressing a broad class of spatial coverage problems, where special

spatial-temporal structure or symmetries cannot be exploited to efficiently allocate resources for

coverage.

2.4.1 Potential field methods

One of the earliest methods in this field deploys resources for coverage via construction of potential

fields [58]. The fields are constructed such that each resource is repelled by both obstacles and by

other resources, thereby forcing the network of resources to spread itself throughout the target

domain to be covered. [101] extends this potential field method to maximize the area coverage of

a domain via mobile sensors with the constraint that each sensor node has at least K neighbors

in order to ensure good network coverage. If the target domain has uniform target density and

the covering resources are assumed to have infinite coverage fields, then one can employ voronoi

tessellation based methods [25]. Notably, these approaches make simplifying assumptions on the

target domain to be covered or on the covering resources and focus on exploiting the resulting
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symmetry structures. Other approaches to coverage and allocation often discretize the domain

to be covered and employ specialized decompositions, for instance, Kong et al. employ the

Boustrophedon decomposition [74] in case of a robot coverage problem.

2.4.2 Discretization based approaches

Another set of exact and approximate approaches proposed in green security game domains to

compute strategies against a best responding attacker relies on discretizing the target area into

grid cells and restrict the players’ actions to discrete sets to find optimal allocations using linear

programming (LP) or mixed-integer programming (MIP) [142, 26, 46, 143]. However as pointed

out in section 2.3.2, discretization based approaches which directly discretize the action spaces

suffer from intractability of computation. This problem becomes more severe as the number

of resources to be placed becomes larger since the size of the discretized action space grows

exponentially with the number of resources to be placed.

2.4.3 Genetic algorithm based optimization

In such cases, one has to rely on undirected exploration methods such as particle swarm optimization

and genetic algorithms. Nazif et al. [94] propose a mechanism for covering an area by means of a

group of homogeneous agents through a single-query roadmap. [109] proposes an algorithm for

autonomous deployment of micro-aerial vehicles for cooperative surveillance satisfying motion

constraints, environment constraints and localization constraints via particle swarm optimization.

[126] proposes a regional service coverage maximization algorithm which solves the problem

heuristically using a genetic algorithm. [77] present a solution to the problem of optimal placement

of sensors for monitoring a spatial road network based on an iterative genetic algorithm for the

optimization of a scalar metric computed from the spatial integration of the sensor influence wave.

Similarly, [140] proposes an evolutionary approach for vacuum cleaner coverage of a cleaning area.
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However, since the coverage problem is generally combinatorially hard, such undirected search

methods also do not scale well as the number of resources to be placed grows larger.

2.4.4 Gradient based optimization methods

To address this, recent works in spatial coverage domains have focused on incorporating advances

from deep learning and reinforcement learning. For instance, Pham et al. [100] focus on multi-UAV

coverage of a field of interest using a model-free reinforcement learning method. Kamra et al. [67]

have proposed DeepFP, a fictitious play based method to solve green security games in continuous

action spaces, which relies on neural networks to provide a differentiable approximation to the

coverage objectives. While efficient, these require approximating discontinuous and complex

multi-resource coverage objectives using continuous and smooth neural network approximators,

which can lead to subsequent inaccuracies in resource placements.

2.4.5 Comparison with our Coverage Gradient Theorem based framework

Our current work differs from the above in that we propose the coverage gradient theorem, which

provides a gradient estimator for a broad class of spatial coverage objectives using a combination

of Newton-Leibniz theorem and implicit boundary differentiation. This alleviates the need to use

function approximators like neural networks to approximate gradients of the coverage objectives.

We further propose a tractable framework to approximate the coverage objectives and their

gradients using spatial discretization of only the target domain, but not the allocated positions of

the resources. Hence, we keep the resource allocations amenable to gradient-based optimization

thereby leading to faster, scalable and more directed ways of search and optimization for multi-

resource coverage problems.
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Chapter 3

Preliminaries, Datasets and Game Domains

In this chapter we will cover some basic preliminaries which will aid in covering the rest of the

work in a more structured manner. We will also provide a detailed description of datasets used

for multi-agent trajectory prediction and the various game domains used for Stackelberg Security

games and for optimal resource allocation.

3.1 Preliminaries

3.1.1 Notation

We start by describing some notation useful for the rest of the manuscript. We shall denote the

set of real numbers by R and expectation with respect to a random variable by E. Given vectors

x,a and b, saying x ∈ [a, b] implies that all corresponding elements of x are ≥ those of a and ≤

those of b. N (µ, ν2) is the normal distribution with mean µ and variance ν2.

3.1.2 Activation functions

The sigmoid function 1
1+exp (−z) is denoted by σ(z) and is a popular activation function used in

neural network architectures. The logit function is defined as: logit(x) , log x
1−x ∀x ∈ [0,1].

Note that the sigmoid and logit functions are inverses of each other i.e. σ(logit(x)) = x.
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Another useful activation function is the Rectified Linear Unit (often abbreviated as ReLU)

and is given by relu(z) = max(z,0) [37]. It is often used to mitigate vanishing and exploding

gradient problems in neural networks. Please refer to [45] for a detailed analysis of the ReLU

function.

3.1.3 Logit-normal Distribution

Logit-normal is a continuous distribution with a bounded support. A random variable X ∈ [0, 1] is

said to be distributed according to a logit-normal distribution if logit(X) is distributed according

to a normal distribution. The density function for this distribution is given by:

pln(X;µ, ν) =
1√
2πν

1

x(1− x)
e−

(logit(x)−µ)2

2ν2 (3.1)

Unlike the normal distribution, logit-normal distribution does not have analytical expressions for

its mean and standard deviation. But we can still parameterize the distribution by using the

mean (µ) and standard deviation (ν) of the underlying normal distribution. If X ∼ pln(X;µ, ν), a

sample of X can be drawn by sampling ε ∼ N (0, 1) and then outputting x = σ(νε+ µ).

3.1.4 Two player games

We consider a two-player game with continuous action sets for players 1 and 2. We will often use

the index p ∈ {1, 2} for one of the players and −p for the other player. Up denotes the compact,

convex action set of player p. We denote the probability density for the mixed strategy of player p

at action up ∈ Up as σp(up) ≥ 0 s.t.
∫
Up
σp(up)dup = 1. We denote player p sampling an action

up ∈ Up from his mixed strategy density σp as up ∼ σp. We denote joint actions, joint action sets

and joint densities without any player subscript i.e. as u = (u1, u2), U = U1 × U2 and σ = (σ1, σ2)

respectively.
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Each player has a bounded and Lipschitz continuous reward function rp : U → R. For zero-sum

games, rp(u) + r−p(u) = 0 ∀u ∈ U . With players’ mixed strategy densities σp and σ−p, the

expected reward of player p is:

Eu∼σ[rp] =

∫
Up

∫
U−p

rp(u)σp(up)σ−p(u−p)dupdu−p.

The best response of player p against player −p’s current strategy σ−p is defined as the set of

strategies which maximizes his expected reward:

BRp(σ−p) := arg max
σp

{
Eu∼(σp,σ−p)[rp]

}
.

A pair of strategies σ∗ = (σ∗1 , σ
∗
2) is said to be a Nash equilibrium if neither player can increase his

expected reward by changing his strategy while the other player sticks to his current strategy. In

such a case both these strategies belong to the best response sets to each other:

σ∗1 ∈ BR1(σ∗2) and σ∗2 ∈ BR2(σ∗1).

3.1.5 Stackelberg Security Games

A Stackelberg Security Game (SSG) [70, 75] is a two-player leader-follower game between a defender

and an adversary (a.k.a. attacker). Given a game state (locations of targets), an action or a pure

strategy of the defender is to allocate the resources to protect a subset of targets in a feasible way

(e.g., assign each resource to protect one target). A pure strategy of the adversary is to attack a

target. A player’s policy is a mapping from the game state to a mixed strategy.

The payoff for a player is decided by the game state and joint action of both players, and the

expected utility function is defined as the expected payoff over all possible states and joint actions
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given the players’ policies. In this manuscript, we will primarily focus on zero-sum games while

deferring investigation of general-sum games to future work.

An attacker best responds to a defender policy if he chooses a policy that maximizes his

expected utility, given the defender’s policy. The optimal defender policy in SSGs is one that

maximizes her expected utility, given that the attacker best responds to it and breaks ties in favor

of the defender. In zero-sum SSGs, the optimal defender policy is the same as the defender policy

in any Nash Equilibrium (NE).

3.1.6 Fictitious Play

Fictitious play (FP) is a learning rule where each player best responds to the empirical frequency

of their opponent’s play. Let the density function corresponding to the empirical distribution of

player p’s previous actions (a.k.a. belief density) be σ̄p. Then fictitious play involves player p best

responding to his opponent’s belief density σ̄−p:

BRp(σ̄−p) := arg max
σp

{
Eu∼(σp,σ̄−p)[rp]

}
.

Repeating this procedure for both players is guaranteed to converge to the Nash equilibrium (NE)

densities for both players for certain classes of games including two-player zero-sum games [34].

3.1.7 Policy Gradient Theorem

The policy gradient theorem is a popular tool used in reinforcement learning to calculate the

gradients of an expected utility function with respect to policy paramters. According to the policy

gradient theorem [122], given a function f(·) and a random variable X ∼ p(x|θ) whose distribution

is parameterized by parameters θ, the gradient of the expected value of f(·) with respect to θ can

be computed as

∇θEX [f(X)] = EX [f(X)∇θ log p(X|θ)] (3.2)
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We can approximate the gradient on the right-hand side by samplingB samples {xi}i=1:B ∼ p(X|θ),

and computing ∇θEX [f(X)] ≈ 1
B

∑B
i=1 f(xi)∇θ log p(xi|θ). The only requirement for this to

work is that the density p(xi|θ) should be computable and differentiable w.r.t. θ for all x. We will

use the policy gradient theorem to compute the gradients of the defender and opponent utilities

w.r.t. their policy parameters in our work.

3.1.8 Multi-resource spatial coverage problems

In this section, we formally introduce notation and definitions for multi-resource spatial coverage

problems.

Multi-resource spatial coverage: Spatial coverage problems comprise of a target space

Q ⊂ Rd (generally d ∈ {2, 3}) and a set of m resources. Action: An action u ∈ Rm×d̂ is the

placement of all m resources in an appropriate coordinate system of dimension d̂. Coverage:

When placed, each resource covers (often probabilistically) some part of the target space Q. Let

cvg : q × u→ R be a function denoting the coverage of a target point q ∈ Q due to action u. We

do not assume a specific form for the coverage cvg and leave it to be defined flexibly, to allow

many different coverage applications to be amenable to our framework. Reward: The scalar

coverage reward due to action u is defined as: r(u) =
∫
Q

cvg(q, u) imp(q) dq, where imp(q) denotes

the importance of the target point q. The objective is to optimize the placement reward r w.r.t.

action u.

While the above description suffices for single player games, it can be easily extended to

multi-agent games with a set of agents (or players). In such a case, the solution concept is to

compute the mixed strategy Nash equilibria for all players. For brevity, we provide the extended

notation and the Nash equilibria concepts associated with it in section 3.1.9 for the interested

reader.
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3.1.9 Extended notation for multi-agent spatial coverage games

Here we discuss the notation for multi-agent spatial coverage games more extensively.

Multi-agent multi-resource spatial coverage: Spatial coverage problems comprise of a

target space Q ⊂ Rd (generally d ∈ {2, 3}) and a set of agents (or players) P with each agent

p ∈ P having mp resources. We will use the notation −p to denote all agents except p i.e. P\{p}.

Actions: An action up ∈ Rmp×dp for agent p is the placement of all its resources in an appropriate

coordinate system of dimension dp. Let Up denote the compact, continuous and convex action set

of agent p.

Mixed strategies: We represent a mixed strategy i.e. the probability density of agent p over

its action set Up as σp(up) ≥ 0 s.t.
∫
Up
σp(up)dup = 1. We denote agent p sampling an action

up ∈ Up from his mixed strategy density as up ∼ σp.

Joints: Joint actions, action sets and densities for all agents together are represented as u =

{up}p∈P , U = ×p∈P {Up} and σ = {σp}p∈P respectively.

Coverage: When placed, each resource covers (often probabilistically) some part of the target

space Q. Let cvgp : q × u→ R be a function denoting the utility for agent p coming from a target

point q ∈ Q due to a joint action u for all agents. We do not assume a specific form for the coverage

utility cvgp and leave it to be defined flexibly, to allow many different coverage applications to be

amenable to our framework.

Rewards: Due to the joint action u, each player achieves a coverage reward rp : u → R of the

form rp(u) =
∫
Q

cvgp(q, u) impp(q) dq, where impp(q) denotes the importance of the target point

q for agent p. With a joint mixed strategy σ, player p achieves expected utility: Eu∼σ[rp] =∫
U
rp(u)σ(u)du.

Objectives: In single-agent settings, the agent would directly optimize his expected utility w.r.t.

action up. But in multi-agent settings, the expected utilities of agents depend on other agents’

actions and hence cannot be maximized with a deterministic resource allocation due to potential
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exploitation by other agents. Instead agents aim to achieve Nash equilibrium mixed strategies

σ = {σp}p∈P over their action spaces.

Nash equilibria: A joint mixed strategy σ∗ = {σ∗p}p∈P is said to be a Nash equilibrium if no

agent can increase its expected utility by changing its strategy while the other agents stick to their

current strategy.

Two-player settings: While our proposed framework is not restricted to the number of agents

or utility structure of the game, we focus on single-player settings and zero-sum two-player games

in our work. An additional concept required by fictitious play in two-player settings is that of a

best response. A best response of agent p against strategy σ−p is an action which maximizes his

expected utility against σ−p:

brp(σ−p) ∈ arg max
up

{
Eu−p∼σ−p [rp(up, u−p)]

}
.

The expected utility of any best response of agent p is called the exploitability of agent −p:

ε−p(σ−p) := max
up

{
Eu−p∼σ−p [rp(up, u−p)]

}
.

Notably, a Nash equilibrium mixed strategy for each player is also their least exploitable strategy.

3.2 Datasets

In this section we introduce our datasets used for multi-agent trajectory prediction tasks. We

chose datasets from multiple diverse domains, e.g., human crowds, freeway traffic, physics and

sports analytics.
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3.2.1 ETH-UCY dataset

The ETH-UCY dataset [9] is a human crowds dataset with medium interaction density. It comprises

of video clips from scenes with multiple pedestrians walking past each other, at times in groups.

The dataset offers dynamics like solo walking, walking in pairs and groups and collision avoidance

between humans. We sampled about 3400 scenes at random from the dataset for our experiments

and used total time-series length as 20 steps following prior work [1, 40].

3.2.2 Collisions dataset

Collisions is a synthetic physics dataset with balls moving on a friction-less 2D plane. The plane

also contains invisible boundary walls and fixed visible circular landmarks. The dataset is based

around modeling newtonian mechanics and contains about 9500 scenes with time series of length

T = 25 steps each. The collisions between balls preserve momentum and energy, while collisions

of agents with walls or immobile landmarks only preserve energy but not momentum of moving

agents. This dataset is specifically challenging for most algorithms since majority of the time balls

move in straight lines and collisions with walls are somewhat rare events. Even rarer are inter-ball

collisions which happen very infrequently in the data and are hence hard for most models to learn

about.

3.2.3 NGsim dataset

NGsim [19] is a traffic dataset with vehicles moving at high speeds. It contains data from four

distinct freeways in Los Angeles, California. We extract only the global x and y coordinates of

vehicles from two of these freeways, namely, the US-101 and the i-80 freeway. Since this dataset

features very high agent density per scene (ranging in several thousands), we chunked the freeways

with horizontal and vertical lines into sub-sections to restrict the number of vehicles in a sub-scene
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to less than 15. We sampled about 3500 sub-scenes from the resulting chunks and set the time

series length to T = 20 steps.

3.2.4 Charges dataset

Charges is a simulated physics dataset generated as specified by [73]. It contains data of positive

and negative charges moving under other charges’ electric fields and colliding with bounding walls.

The coulombic forces feature dense attractive and repulsive interactions which may at times lead to

the charges exhibiting very complex oscillatory behavior which is hard to model for most existing

predictive models. The dataset contains 3600 scenes with time series length T = 25.

3.2.5 NBA dataset

The NBA [148] dataset is a sports analytics dataset with basketball player trajectories. We sampled

about 7500 scenes with time series length T = 30. This dataset features complex goal-oriented

motion heavily dictated by agents’ intentions. It has been included to highlight limitations of

interaction modeling approaches and to understand limitations of multi-agent trajectory prediction

models.

3.3 Game Domains

Throughout this manuscript we will be using a variety of different small and large game domains

to demonstrate applications of our algorithms. In this section, we describe the game domains in

detail.

3.3.1 Rock-Paper-Scissors (RPS)

Rock-Paper-Scissors game is a small classical stateless, zero-sum game with two players. Each

player has an action set comprising of three discrete actions: {Rock, Paper, Scissors}. Both
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players simultaneously choose their actions and receive rewards as shown in Figure 3.1. This game

will serve as a pedagogical example to demonstrate convergence of our algorithms to the Nash

Equilibrium (NE), and get interesting insights into their behavior at times. It is well-known that

the Nash Equilibrium of this game is when both players play each action with a probability 1
3 . In

such a case, the expected utility for each player at the Nash Equilibrium is 0.

p1
p2

rock paper scissor

rock 0,0 -1,1 1,-1
paper 1,-1 0,0 -1,1
scissor -1,1 1,-1 0,0

Figure 3.1: Rewards for Rock-Paper-Scissor Game

3.3.2 Concave-Convex game

This is a small zero-sum game with continuous action spaces for the player where traditional

fictitious play is known to converge. Two players 1 and 2 with scalar actions x, y ∈ [−2, 2]

respectively play to maximize their rewards: r1(x, y) = −2x2 + 4xy + y2 − 2x − 3y + 1 and

r2(x, y) = −r1(x, y). The game is concave w.r.t. x and convex w.r.t. y and admits a pure strategy

NE which can be computed using standard calculus. The NE strategies are x = 1/3, y = 5/6, the

expected equilibrium rewards are r∗1 = −r∗2 = −7/12 and the best responses of players to each

others’ average strategies are BR1(ȳ) = ȳ − 1/2 and BR2(x̄) = 3/2− 2x̄.

3.3.3 Cournot game

It is a classic game [28] with two competing firms (1 and 2) producing a quantity (q1 ≥ 0 and

q2 ≥ 0 resp.) of a product. The price of the product is p(q1, q2) = a − q1 − q2 and the cost of

manufacturing quantity q is C(q) = cq, where c, a > 0 are constants. Reward for a firm p is

Rp(q1, q2) = (a− q1 − q2)qp − cqp, p ∈ {1, 2} and the best response against the competing firm’s

choice can be analytically computed as q−p is BRp(q−p) =
a−c−q−p

2 . The NE strategy can be
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computed as q∗1 = q∗2 = a−c
3 . We use a = 2 and c = 1 for our experiments so that q∗1 = q∗2 = 1/3.

Note that this is an example of a non zero-sum game, however traditional fictitious play is known

to converge here and we use this game domain to establish the same about our extensions to

fictitious play.

3.3.4 Forest Security Game

(a) (b)

Figure 3.2: (a) Forest state visualization as 120× 120 image (actual state used is grayscale), and (b) Forest
game with 5 guards and 5 lumberjacks visualized. Trees are green dots, guards are blue dots (blue circles
show radius Rg) and lumberjacks are red dots (red circles show radius Rl).

We next introduce a continuous state, zero-sum security game with continuous actions spaces

for both players.

Game model: We assume a circular forest with radius 1.0, with an arbitrary tree distribution.

All locations are represented in cylindrical coordinates with the forest center as origin. The attacker

(a.k.a. adversary) has n lumberjacks to chop trees in the forests. The defender has m forest guards

to ambush the trespassing lumberjacks.

State representation: One way of specifying the game state (s) is via number and location of

all trees. This leads to a variable state-size, depending on the number of trees. Variable length

representations are hard to process for most gradient-based optimization algorithms and we are

mostly concerned with the relative density of trees over the forest, so we instead summarize the

forest state s as a 120× 120 matrix containing a grayscale image of the forest. This makes the

defender and attacker policies invariant to the total number of trees in the forest and additionally

allows our approach to be used for learning policies with satellite images of forests. An example
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input in color is shown in figure 3.2a (players’ input is a grayscale version).

Defender action: The defender picks m locations, one for each guard to remain hidden, and

ambush lumberjacks. The defender’s action aD ∈ Rm×2 is a set of m distances d ∈ [0, 1]m and

angles θ ∈ [0, 2π]m specifying the cylindrical coordinates of the guards’ positions.

Opponent action: Following [63], we assume that lumberjacks cross the boundary and move

straight towards the forest center. They can stop at any point on their path, chop trees in a

radius Rl around the stopping point and exit back from their starting location. Since lumberjack

trajectories are fully specified by their stopping coordinates, the opponent’s action is to decide all

stopping points. The opponent’s (attacker’s) action aO ∈ Rn×2 is a set of n distances ρ ∈ [0, 1]n

and angles φ ∈ [0, 2π]n specifying the cylindrical coordinates of all chopping locations.

Rewards: A lumberjack is considered ambushed if his path comes within Rg distance from any

guard’s location. An ambushed lumberjack gets a penalty −rpen and loses all chopped trees. The

total utility for the opponent (rO ∈ R) is sum of the number of trees cut by the lumberjacks and

the total ambush penalty incurred. The total utility for the defender is rD = −rO, thereby making

the game zero-sum.

Game play: In a single gameplay: (1) A game state is revealed, (2) Defender gives m guard

locations and adversary gives n wood chopping locations, (3) Game simulator returns rewards for

players. A full game is shown in figure 3.2b.

3.3.5 Single-agent Areal Surveillance

A single agent, namely the defender (D), allocates m areal drones with the ith drone Di having three-

dimensional coordinates uD,i = (pD,i, hD,i) ∈ [−1, 1]2 × [0, 1] to surveil a two-dimensional forest

Q ⊂ [−1, 1]2 of arbitrary shape and with a known but arbitrary tree density ρ(q). Consequently,

uD ∈ Rm×3.
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Each drone has a downward looking camera with a circular lens and with a half-angle θ such

that at position (pD,i, hD,i), the drone Di sees the set of points SD,i = {q | ||q−pD,i||2 ≤ hD,i tan θ}.

A visualization of this problem with m = 2 drones is shown for a sample forest in Figure 3.3a.

We assume a probabilistic model of coverage with a point q being covered by drone Di with

probability PH(hD,i) = eK(hopt−hD,i)
(
hD,i
hopt

)Khopt
if q ∈ SD,i and 0 otherwise. With multiple

drones, the probability of a point q being covered can then be written as: cvg(q, uD) = 1 −∏
i|q∈SD,i P̄H(hD,i) where P̄H stands for 1− PH . Hence, the reward function to be maximized is:

rD,1p(uD) =
∫
Q

(
1−

∏
i|q∈SD,i P̄H(hD,i)

)
ρ(q)dq with the tree density ρ(q) being the importance

of target point q (subscript 1p denotes one agent).

Note that in the above domain, drones provide best probabilistic coverage at a height hopt.

By increasing their height, a larger area can be covered at the cost of deterioration in coverage

probability. Further, the defender can increase coverage probability for regions with high tree

density by placing multiple drones to oversee them; in which case, the drones can potentially stay

at higher altitudes too.

While the above description suffices for single player games, it can be easily extended to

multi-agent games with a set of agents (or players).

3.3.6 Two-agent Adversarial Coverage

Two agents, namely the defender D and the attacker A, compete in a zero-sum game. The

defender allocates m areal drones with the same coverage model as in section 3.3.5. The attacker

controls n lumberjacks each with ground coordinates uA,j ∈ [−1, 1]2 to chop trees in the forest

Q. Consequently, uA ∈ Rn×2. Each lumberjack chops a constant fraction κ of trees in a

radius RL around its coordinates uA,j . We denote the area covered by the j-th lumberjack as

SA,j = {q | ‖q − pA,j‖2 ≤ RL}. A visualization of this problem with m = n = 2 is shown for a

sample forest in Figure 3.3b.
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(a) (b)

Figure 3.3: (a) Areal surveillance example with an arbitrary forest and m = 2 drones, (b) Adversarial
coverage example with m = 2 drones and n = 2 lumberjacks (red circles).

A drone can potentially catch a lumberjack if its field of view overlaps with the chopping area.

For a given resource allocation u = (uD, uA), we define Ij = {i | ‖pA,j−pD,i‖2 ≤ RL+hD,i tan θ} as

the set of all drones which overlap with the j-th lumberjack. The areal overlap αij =
∫
SD,i∩SA,j dq

controls the probability of the j-th lumberjack being caught by the i-th drone: PC(hD,i, αij) =

PH(hD,i)PA(αij) where PH is the same as that in section 3.3.5 and captures the effect of drone’s

height on quality of coverage, while PA(αij) = 1 − exp
(
−Kaαij

πR2
L

)
captures the effect of areal

overlap on probability of being caught. Hence, the reward achieved by the j-th lumberjack

can be computed as: rA,j(uD, uA,j) = κ
∫
SA,j∩Q ρ(q)dq with probability

∏
i∈Ij P̄ (hD,i, αij), and

−κ
∫
SA,j∩Q ρ(q)dq otherwise i.e. the number of trees chopped if the j-th lumberjack is not caught

by any drone or an equivalent negative penalty if it is caught. Hence, the total agent rewards

are: rA,2p(uD, uA) = −rD,2p(uD, uA) =
∑
j rA,j(uD, uA,j) (subscript 2p denotes two-agent). Both

agents are expected to compute the mixed-strategy Nash equilibria over their respective action

spaces.
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This domain adds additional interactions due to overlaps between defender and attacker’s

resources1. Hence, these surveillance and adversarial coverage domains form a challenging set

of evaluation domains with multiple trade-offs and complex possibilities of coverage involving

combinatorial interactions between the players’ resources.

For both these domains, we use the following constants: θ = π
6 , hopt = 0.2, K = 4.0, RL = 0.1,

Ka = 3.0, κ = 0.1. However, note that these values only serve as practical representative

values. The techniques that we introduce in the subsequent chapters are not specific to the above

probabilistic capture models or specific values of game constants, but rather apply to a broad

class of coverage problems where the agents act by placing resources with finite coverage fields

and agents’ rewards are of the form: rp(u) =
∫
Q
fp(u, q)dq.

1In reality, lumberjacks might act independent of each other and lack knowledge of each others’ plans. By
allowing them to be placed via a single attacker and letting them collude, we tackle a more challenging problem
and ensure that not all of them get caught by independently going to strongly covered forest regions.
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Chapter 4

Multi-agent Trajectory Prediction with Fuzzy Query

Attention

4.1 Introduction

Predicting trajectories of multiple agents in motion is a key challenge in many domains. The

capability is especially useful for predicting paths of vehicles in traffic [141, 81], tracking pedestrians

or humans in crowds [1, 9] and robotic path planning [107] (see figure 4.1). However, predicting

trajectories of multiple agents is challenging because their mutual interaction complicates their

behavior and leads to significant changes in their otherwise goal-oriented motion.

In order to model multi-agent settings with complex underlying interactions, several recent

works based on graphs and graph neural networks have achieved significant success in prediction

performance [123, 73]. But modeling interactions between two agents is challenging because it

is not a binary true/false variable but is rather fuzzy1 by nature. For instance, a person driving

a car on a freeway might reason along these lines: “The car next to me is turning to switch

lanes so I should also step on the brake lightly to avoid tailing the other car closely”, wherein

the decisions turning, braking lightly and tailing closely are all continuous-valued in nature (see

figure 4.2). Since such fuzzy representations enter routinely into human interactions and decision

1We use the word fuzzy in this work to represent continuous-valued decisions over their discrete-valued boolean
counterparts and not necessarily to fuzzy logic.
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(a) (b)

(c) (d)

(e)

Figure 4.1: Several domains requiring multi-agent trajectory prediction: (a) Human crowds, (b) Freeway
traffic, (c) Physical objects, (d) Charged particles, and (e) Sports analytics

making, we posit that learning to predict trajectories of interacting agents can benefit from fuzzy

(continuous-valued) decision making capabilities.

In this chapter we present a general architecture to address the problem of multi-agent trajectory

prediction by modeling the crucial inductive biases of motion, namely, inertia, relative motion,

intents and interactions. Specifically, we propose a relational model to flexibly model interactions

between agents in diverse environments with a novel Fuzzy Query Attention (FQA) mechanism

to solve the aforementioned challenge. FQA models pairwise attention to decide about when

two agents are interacting by learning keys and queries which are combined with a dot-product

structure to make continuous-valued (fuzzy) decisions. It also simultaneously learns how the

agent under focus is affected by the influencing agent given the fuzzy decisions. We demonstrate
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Figure 4.2: Humans exhibit fuzzy decision making routinely

significant performance gains over existing state-of-the-art predictive models in several domains:

(a) trajectories of human crowd, (b) US freeway traffic, (c) object motion and collisions governed by

Newtonian mechanics, (d) motion of charged particles under electrostatic fields, and (e) basketball

player trajectories, thereby showing that FQA can learn to model very diverse kinds of interactions.

Our experiments show that the fuzzy decisions made over time are highly predictive of interactions

even when all other input features are ignored. Our architecture also supports adding human

knowledge in the form of fuzzy decisions, which can provide further gains in prediction performance.

4.2 Fuzzy Query Attention model

4.2.1 Problem Formulation

Figure 4.3: Multi-agent trajectory prediction problem setup

Following previous work [1, 73], we assume a given scene which has been pre-processed to

obtain the spatial coordinates pti = (xti, y
t
i) of all agents i ∈ 1 : N at a sequence of time-steps
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t ∈ 1 : T . The task is to observe all agents from time 1 to Tobs, infer their motion characteristics

and ongoing interactions and predict their positions for time-steps Tobs + 1 to T (see figure 4.3).

In all subsequent text, pt = {pt1, pt2, . . . , ptN} represents the set of positions of all agents at time t,

while pi = [p1
i , p

2
i , . . . , p

T
i ] represents the sequence of positions of a single agent i at all time-steps.

v is used to denote velocity, tilde symbol (̃·) on the top to denote intermediate variables and hat

symbol (̂·) on the top for predicted quantities or unit vectors (will be clear from context).

4.2.2 Design Principles

Our architecture incorporates the following crucial inductive biases required for motion prediction:

• Inertia: Most inanimate entities move with constant velocity until acted upon by external

forces. This also acts as a good first-order approximation for animate agents for short

time-intervals, e.g., pedestrians walk with nearly constant velocities unless they need to turn

or slow down to avoid collisions.

• Motion is relative: Since motion between two agents is relative, one should use agents’

relative positions and velocities while predicting future trajectories (relative observations) and

should further make predictions as offsets relative to the agents’ current positions (relative

predictions).

• Intent: Unlike inanimate entities, animate agents have their own intentions which can cause

deviations from inertia and need to be accounted for in a predictive model.

• Interactions: Both inanimate and animate agents can deviate from their intended motion

due to influence by other agents around them and such interaction needs to be explicitly

modeled.
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(a) Overall prediction architecture

(b) Interaction module

Figure 4.4: Multi-agent prediction architecture using Fuzzy Query Attention at time t: (a) Overall
architecture takes positions (p) of all agents, computes a first-order estimate of velocity (ṽ) and incorporates
effects of interactions between agents via a correction term (∆v) thereby predicting the positions at the
next time-step (p̂t+1); (b) the Interaction module generates pairwise edges between agents (E) and uses
the FQA module to account for interactions and generate the aggregate effect (a) for each agent which is
used to update their LSTM state (h) and predict the velocity correction (∆v).

4.2.3 Prediction Architecture

The overall prediction architecture (Figure 4.4a) takes the spatial positions of all agents i.e. pti=1:N

as input at time t. We use the observed positions for t ≤ Tobs and the architecture’s own predictions

from the previous time-step for t > Tobs. We predict each agent’s position at the next time-step

p̂t+1
i as an offset from its current position pti to capture the relative prediction inductive bias.

We further break each offset into a first-order constant velocity estimate ṽti which accounts for

the inertia inductive bias and a velocity correction term ∆vti which captures agents’ intents and

49



inter-agent interactions (see eq 4.1). The first-order estimate of velocity (ṽti) is made by a direct

difference of agents’ positions from consecutive time steps (eq 4.2). To capture agents’ intents,

an LSTM module is used to maintain the hidden state (ht−1
i ) containing the past trajectory

information for the ith agent. The learnable weights of the LSTM are shared by all agents. To

compute the correction term (∆vti), a preliminary update is first made to the LSTM’s hidden state

using the incoming observation for each agent. This preliminary update captures the deviations

from inertia due to an agent’s own intentional acceleration or retardation (eq 4.3). The intermediate

hidden states h̃ti and the current positions of all agents are further used to infer the ongoing

interactions between agents, aggregate their effects and update the hidden state of each agent to

hti while also computing the correction term for the agent’s velocity via an interaction module

(eq 4.4).

p̂t+1
i = pti + ṽti + ∆vti , ∀i ∈ 1 : N (4.1)

(Inertia): ṽti = pti − pt−1
i , ∀i ∈ 1 : N (4.2)

(Agent’s Intents): h̃ti = LSTM(pti, h
t−1
i ), ∀i ∈ 1 : N (4.3)

(Interactions): ht,∆vt = InteractionModule(pt, h̃t) (4.4)

Since computation in all sub-modules happens at time t, we drop the superscript t from here on.

4.2.4 Interaction Module

The interaction module (Figure 4.4b) first creates a graph by generating directed edges between

all pairs of agents (ignoring self-edges)2. The edge set E , the positions and the states of all agents

are used to compute an attention vector ai for each agent aggregating all its interactions with

other agents via the Fuzzy Query Attention (FQA) module (eq 4.5). This aggregated attention

along with each agent’s current position and intermediate hidden state is processed by subsequent

2We also show experiments with edges based on distance-based cutoffs as previous work [17] has found this
heuristic useful for trajectory prediction.
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fully-connected layers to generate the updated state hi (which is fed back into the LSTM) and the

velocity correction ∆vi for each agent (eqs 4.6 and 4.7).

a = FQA(p, h̃, E) (4.5)

hi = FC2(ReLU(FC1(pi, hi, ai))), ∀i ∈ 1 : N (4.6)

∆vi = FC4(ReLU(FC3(hi))), ∀i ∈ 1 : N (4.7)

Figure 4.5: FQA module generates keys (Ksr), queries (Qsr) and responses (Vy,sr, Vn,sr) from sender-
receiver features between agent pairs, combines the responses according to the fuzzy decisions (Dsr), and
aggregates the concatenated responses into a vector (a) per agent.

4.2.5 Fuzzy Query Attention

The FQA module views the graph edges as sender-receiver (s− r) pairs of agents. At a high level,

it models the aggregate effect of the influence from all sender agents onto a specific receiver agent

(Figure 4.5). To do so, we build upon the key-query-value based self-attention networks introduced

by Vaswani et al. [130]. FQA first generates independent features: ps, pr, hs and hr for the senders

and receivers by replicating p and h along each edge. It also generates relative features: psr = ps−pr

(relative displacement), hsr = hs − hr (relative state), p̂sr = psr/‖psr‖ (unit-vector along psr)

and ĥsr = hsr/‖hsr‖ (unit-vector along hsr) to capture the relative observations inductive bias.

These features fsr = {ps, pr, psr, p̂sr, hs, hr, hsr, ĥsr} are combined by single fully-connected layers

to generate n keys Ksr ∈ Rn×d and queries Qsr ∈ Rn×d of dimension d each for every s− r pair
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(eqs 4.8 and 4.9), which are then combined via a variant of dot-product attention to generate

fuzzy3 decisions Dsr ∈ Rn (eq 4.10):

Ksr = FC5(f⊥sr), ∀(s, r) ∈ 1 : N, s 6= r (4.8)

Qsr = FC6(f⊥sr), ∀(s, r) ∈ 1 : N, s 6= r (4.9)

Dsr = σ(Ksr ? Qsr +B) = σ

( ∑
dim=1

Ksr �Qsr +B

)
, ∀(s, r) ∈ 1 : N, s 6= r (4.10)

where � represents element-wise product, B ∈ Rn is a learnable bias parameter, σ stands for

the sigmoid activation function and ⊥ stands for the detach operator4. As a consequence of this

formulation, Dsr ∈ [0, 1]n can be interpreted as a set of n continuous-valued decisions capturing

the interaction between agents s and r. These can now be used to select the receiving agent’s

response to the current state of the sending agent. For this, the sender-receiver features are parsed

in parallel by two-layer neural networks (with the first layer having a ReLU activation) to generate

yes-no responses Vy,sr, Vn,sr ∈ Rn×dv corresponding to Dsr being 1 (yes) or 0 (no) respectively

(eqs 4.11 and 4.12). Though all the s− r features can be used here, our preliminary experiments

showed that including only a subset of features (hs and psr) gave comparable results and led

to considerable saving in the number of parameters, so we only use this subset of features to

generate the yes-no responses. These responses are then combined using a fuzzy if-else according

3Note that the word fuzzy represents continuous-valued decisions over their discrete-valued boolean counterparts
and not fuzzy logic.

4The detach operator acts as identity for the forward-pass but prevents any gradients from propagating back
through its operand. This allows us to learn feature representations only using responses while the keys and queries
make useful decisions from the learnt features.
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to decisions Dsr and their complements D̄sr = 1−Dsr to generate the final responses Vsr ∈ Rn×dv

(eq 4.13):

Vy,sr = FC8(ReLU(FC7(psr, hs))), ∀(s, r) ∈ 1 : N, s 6= r (4.11)

Vn,sr = FC10(ReLU(FC9(psr, hs))), ∀(s, r) ∈ 1 : N, s 6= r (4.12)

(Fuzzy if-else): Vsr = DsrVy,sr + D̄srVn,sr, ∀(s, r) ∈ 1 : N, s 6= r (4.13)

The n final responses generated per agent pair (∈ Rn×dv ) are then concatenated (∈ Rndv ) and final

responses from all senders are aggregated on the respected receivers by dimension-wise max-pooling

to accumulate effect of all interactions on the receiver agents (eqs 4.14 and 4.15). Since max-pooling

loses information while aggregating, we pre-process the final responses to increase the dimensions

and retain more information followed by subsequent post-processing after aggregation to reduce

the number of dimensions again (eqs 4.14 and 4.16):

Vproc,sr = FC11(concat(Vsr)) (4.14)

Vproc,r = maxpools:(s−r)∈EVproc,sr (4.15)

ar = FC12(Vproc,r), ∀r ∈ 1 : N. (4.16)

4.2.6 Strengths of FQA

While originally motivated from multi-head self-attention [130], FQA differs from it significantly

in many aspects. Firstly, FQA generalizes self-attention to pairwise-attention which attends to an

ordered pair (sender-receiver) of entities and captures the interaction effects of the sender on the

receiver. This allows application to multi-agent settings. Secondly, FQA has a learnable bias B

to improve modeling power (explained below). Further, though the original matrix-dot-product

structure of self-attention requires a large memory to fit even for regular batch sizes e.g. 32,
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our simpler row-wise dot-product structure fits easily on a single GPU (12GB) for all datasets,

while still retaining the strong performance of the dot-product attention structure. Moreover,

we learn the sender-receiver features by backpropagating only through the responses (Vsr) while

features are detached to generate the keys and queries. This additionally allows us to inject human

knowledge into the model via handcrafted non-learnable decisions, if such decisions are available

(see experiments in section 4.3.4).

What kinds of decisions can FQA learn?: Since keys and queries are linear in the senders’

and receivers’ states and positions, the decision space of FQA contains many intuitive decisions

important for trajectory prediction, e.g.:

1. Proximity : FQA can potentially learn a key-query pair to be psr each and the corresponding

bias as −d2
th, then the decision D = σ(pTsrpsr − d2

th) going to zero reflects if agents s and r

are closer than distance dth. Note that such decisions would not be possible without the

learnable bias parameter B, hence having the bias makes FQA more flexible.

2. Approach: Since a part of the state hi can learn to model velocity of agents vi internally,

FQA can potentially learn a key-query pair of the form Ksr = vsr, Qsr = p̂sr, B = 0 to model

D = σ(vTsrp̂sr + 0) which tends to 0 when the agents are directly approaching each other.

While we do not force FQA to learn such human-interpretable decisions, our experiments

show that the fuzzy decisions learnt by FQA are highly predictive of interactions between

agents (section 4.3.4).

4.2.7 Training

FQA and all our other baselines are trained to minimize the mean-square error in predicting next

time-step positions of all agents. Since some datasets involve agents entering and exiting the

scene freely between frames, we input binary masks to all models for each agent to determine

the presence of agents in the current frame and control updates for agents accordingly (masks
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not shown in figures to avoid clutter). All models are trained with the Adam optimizer [72] with

batch size 32 and an initial learning rate of 0.001 decaying multiplicatively by a factor γ = 0.8

every 5 epochs. All models train for at least 50 epochs after which early stopping is enabled with

a max patience of 10 epochs on validation set mean-square error and training is terminated at a

maximum of 100 epochs. Since we test the models by observing Tobs (kept at 2T
5 for all datasets)

time-steps and make predictions until the remaining time T , we followed a dynamic schedule

allowing all models to see the real observations for Ttemp time-steps followed by T − Ttemp of its

own last time-step predictions. During training, Ttemp is initialized to T and linearly decayed by 1

every epoch until it becomes equal to Tobs. We found this dynamic burn-in schedule employed

during training to improve the prediction performance for all models.

4.3 Experiments

We perform multi-agent trajectory prediction on different datasets used previously in the literature

with a diverse variety of interaction characteristics5. For datasets with no provided splits, we

follow a 70 : 15 : 15 split for training, validation and test set scenes. We used the following datasets

(detailed descriptions available in section 3.2):

1. ETH-UCY [9]: A human crowds dataset with medium interaction density. We sampled about

3400 scenes at random from the dataset and set T = 20 following prior work [1, 40].

2. Collisions: Synthetic physics data with balls moving on a friction-less 2D plane, fixed circular

landmarks and boundary walls. The collisions between balls preserve momentum and energy,

while collisions of agents with walls or immobile landmarks only preserve energy but not

momentum of moving agents. Contains about 9500 scenes with T = 25.

3. NGsim [19]: US-101 and i-80 freeway traffic data with fast moving vehicles. Since this dataset

features very high agent density per scene (ranging in several thousands), we chunked the

5Code for implementing FQA can be found at https://github.com/nitinkamra1992/FQA.git
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freeways with horizontal and vertical lines into sub-sections to restrict the number of vehicles

in a sub-scene to less than 15. We sampled about 3500 sub-scenes from the resulting chunks

and set T = 20.

4. Charges [73]: Physics data with positive and negative charges moving under other charges’

electric fields and colliding with bounding walls. Contains 3600 scenes with T = 25 involving

dense attractive and repulsive interactions.

5. NBA [148]: Sports dataset with basketball player trajectories. We sampled about 7500 scenes

with T = 30. This dataset features complex goal-oriented motion heavily dictated by agents’

intentions. It has been included to highlight limitations of interaction modeling approaches.

4.3.1 Baselines

We compare our FQA architecture with state-of-the-art baselines:

1. Vanilla LSTM [VLSTM]: An LSTM preceeded and followed by fully-connected neural network

layers is used to predict the offset without considering interactions.

2. Social LSTM [SLSTM] [1]: Recurrent architecture which models interactions by discretizing

space around each agent and aggregating neighbors’ latent states via a social pooling mechanism.

3. GraphSAGE [GSAGE] [44]: Graph neural networks with node features to model interactions

between agents. We use feature-wise max-pooling for aggregating the messages along the edges.

4. Graph Networks [GN] [8, 123]: Graph neural networks with node features, edge features and

global features to model interactions between agents. We adapt the Encoder→RecurrentGN→

Decoder architecture from [123].

5. Neural Relational Inference [NRI] [73]: Uses graph neural networks to model interactions

between agents and additionally infers edges between agents using variational inference.
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6. Graph Attention Networks [GAT] [131]: Follows an aggregation style similar to GraphSAGE,

but weighs messages passed from all sender agents via a learnt attention mechanism.

We provide the model architectures and hyperparameters of our baselines and those of FQA in

this section. All our experiments were done on systems with Ubuntu 16.04 and all models trained

using either Nvidia Titan X or Nvidia GeForce GTX 1080 Ti GPUs. All code was written in

Python 3.6 with neural network architectures defined and trained using PyTorch v1.0.0.

4.3.1.1 Vanilla LSTM

The Vanilla LSTM model embeds each pti to a 32-dimensional embedding vector using a fully-

connected layer with ReLU activation. This vector is fed along with the previous hidden states

to an LSTM with state size 64, whose output is again processed by a fully-connected layer to

generate the 2-dimensional offset for next-step prediction.

4.3.1.2 Social LSTM

We adapted the code from https://github.com/quancore/social-lstm which directly repro-

duces the original authors’ model from [1]. We kept the initial embedding size as 20, the LSTM’s

hiddden size as 40, the size of the discretization grid as 4 and the discretization neighborhood size

as 0.56.

4.3.1.3 Neural Relational Inference

We adapted the authors’ official repository from https://github.com/ethanfetaya/NRI. The

input dimension was kept as 2 for positional coordinates and the number of edge types as 3 (since

setting it to 2 gave worse results). The encoder employed the MLP architecture with hidden layers

of sizes 32 and no dropout, while the GRU-based RNN architecture was used for the decoder

6This neighborhood size is also the same as the distance cutoff used in section 4.3.4.
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with hidden state of size 32 and no dropout. The variance of the output distribution was set to

5× 10−5.

4.3.1.4 Graph Networks

While the original repository for Graph Networks is written in TensorFlow (https://github.com/

deepmind/graph_nets), we translated the repository into PyTorch and adapted models similar to

those employed by [123, 8]. We employed a vertex-level encoder followed by a recurrent Graph

Network based on GRU-style recurrence followed by a Graph Net decoder. The vertex-level

encoder transforms 2-dimensional positional input at each time step to a 10-dimensional node

embedding. An input graph is constructed from these node embeddings having all pairwise edges

and dimensions 10, 1 and 1 respectively for the node, edge and global attributes. This input graph

along with a previous state graph (with dimensions 45, 8 and 8 for node, edge and global state

attributes) was processed using a GRU-style recurrent Graph Network to output the updated state

graph of the same dimensions (45, 8 and 8 for node, edge and global state attributes respectively).

This new state graph was processed by a feedforward graph-network as prescribed in [8] to output

another graph whose node features of dimensions 2 were treated as offsets for the next time step

prediction. All update networks both in the encoder and the decoder (for node, edge and global

features) used two feedforward layers with the intermediate layer having latent dimension 32 and

a ReLU activation. While the original work proposes to use sum as the aggregation operator, we

found summing to often cause the training to divergence since different agents have neighborhoods

of very diverse sizes ranging from 0 to about 40 at different times in many of our datasets. Hence

we used feature-wise mean-pooling for all aggregation operators.

4.3.1.5 GraphSAGE, Graph Attention Networks and Fuzzy Query Attention

Since GraphSAGE (GSAGE) [44] and Graph Attention Networks (GAT) [131] were not originally

prescribed for a multi-agent trajectory prediction application, we used their update and aggregation
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styles in our own FQA framework to replace the FQA sub-module in our Interaction module

described in Section 4.2. For all three methods the input size and the output size was 2, while the

hidden state dimension of the LSTM shared by all agents was 32. The dimension of the aggregated

attention for each agent ati was also set to 32 for all three methods. All the three methods involved

the FC1, FC2, FC3 and FC4 layers described in section 4.2 and had the output sizes 48, 32, 16

and 2 respectively.

GSAGE: GraphSAGE [44] directly embeds all sender latent vectors hs into 32-dimensional

embeddings via two fully-connected layers each with a RELU activation and with the intermediate

layer of dimensions 32. The output embeddings were aggregated into the receiver nodes via

feature-wise max-pooling to generate ati.

GAT: GAT performs a similar embedding of sender hidden states using a similar embedding

network as GSAGE but aggregates them via feature-wise max-pooling after weighing the embed-

dings with 8 attention head coefficients generated as proposed in [131] and finally averages over

the 8 aggregations. We used 8 attention heads to match the number of FQA’s decisions.

FQA: FQA used 8 query-key pairs for all datasets leading to 8 decisions. The dimension for

keys and queries was set to 4, while the dimension for yes-no responses was kept as 6. Consequently

the dimension of learnt bias vector B was also 8 and the sizes of the fully-connected layers

FC5, FC6, FC7, FC8, FC9, FC10, FC11 and FC12 were 32, 32, 33, 48, 33, 48, 32 and 32 respectively.

4.3.2 Prediction results

Table 4.1: Prediction error metrics for all methods on all datasets

Model ETH-UCY Collisions NGsim Charges NBA

VLSTM 0.576 ± 0.002 0.245 ± 0.001 5.972 ± 0.065 0.533 ± 0.001 6.377 ± 0.053
SLSTM 0.690 ± 0.013 0.211 ± 0.002 6.453 ± 0.153 0.485 ± 0.005 6.246 ± 0.048

NRI 0.778 ± 0.027 0.254 ± 0.002 7.491 ± 0.737 0.557 ± 0.008 5.919 ± 0.022
GN 0.577 ± 0.014 0.234 ± 0.001 5.901 ± 0.238 0.508 ± 0.006 5.568 ± 0.032

GSAGE 0.590 ± 0.011 0.238 ± 0.001 5.582 ± 0.082 0.522 ± 0.002 5.657 ± 0.018
GAT 0.575 ± 0.007 0.237 ± 0.001 6.100 ± 0.063 0.524 ± 0.004 6.166 ± 0.052

FQA (ours) 0.540 ± 0.006 0.176 ± 0.004 5.071 ± 0.186 0.409 ± 0.019 5.449 ± 0.039
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For all models, we report the Root Mean Square Error (RMSE) between ground truth and our

predictions over all predicted time steps for all agents on the test set of every dataset in Table 4.1.

The standard deviation is computed on the test set RMSE over five independent training runs

differing only in their initial random seed. Our model with n = 8 decisions outperforms all the

state-of-the-art baselines on all benchmark datasets (on many by significant margins). This shows

that FQA can accurately model diverse kinds of interactions. Specifically, we observe that all

models find it difficult to model sparse interactions on the Collisions data, while FQA performs

significantly better with lower errors presumably due to its fuzzy decisions being strongly predictive

of when two agents are interacting (more detail in section 4.3.4). Further, though GAT also uses

an attention mechanism at the receiver agents to aggregate messages, FQA outperforms GAT

on all datasets showing a stronger inductive bias towards modeling multi-agent interactions for

trajectory prediction.

As a side note, we point out that SLSTM [1] and NRI [73] both of which model interactions are

often outperformed by VLSTM which does not model interactions. While surprising at first, we

found that this has also been confirmed for SLSTM by prior works, namely, Social GAN [40] which

has common co-authors with SLSTM, and also independently by the TrajNet Benchmark paper [9].

We believe that this is because both methods introduce significant noise in the neighborhood of

agents: (a) SLSTM does this by aggregating agents’ hidden states within discretized bins which

can potentially lose significant motion specific information, and (b) NRI infers many spurious

edges during variational edge-type inference (also shown by [84]).

4.3.3 Ablations

To show that it is indeed the fuzzy decisions attention mechanism which lends our model its

strength, we present several ablations of our model.

Modeling only inertia: We first remove the velocity correction term (∆vti) and only retain

the constant velocity estimate (inertia) to show that both intention and interaction modeling are
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indeed required for accurate prediction. We call this model FQAinert and Table 4.2 shows the

stark deterioration in performance after the removal of velocity correction term.

Modeling only inertia and agent intention: We next drop only the interaction module

by setting all attention vectors ai=1:N to 0, while keeping the constant velocity estimate and the

intentional motion LSTM (eqs 4.2,4.3) intact. The resulting RMSEs shown as FQANoIntr in

Table 4.2 capture the severe drop in performance on all datasets, thereby showing that a major

chunk of improvement indeed comes from modeling the interactions.

Removing decision making of FQA: To demonstrate that the strength of the interaction

module comes from FQA’s decision making process, we next replaced all sub-modules between the

inputs of the FQA module uptil Vsr in figure 4.5 with fully-connected layers with equivalent number

of learnable parameters so that responses Vsr are directly produced from input features without

any fuzzy decisions. We call this variant FQANoDec and show the deterioration in performance

from loss of decision making in Table 4.2. It is clear that while FQANoDec outperforms FQAinert

and FQANoIntr because it models interactions with at least a simple neural network, substituting

the decision making mechanism has reduced FQA to the same or worse level of performance as

other baselines on most benchmark datasets.

Table 4.2: Prediction error metrics with ablations and augmentations

Model ETH-UCY Collisions NGsim Charges NBA

FQAinert 0.576 ± 0.000 0.519 ± 0.000 6.159 ± 0.000 0.778 ± 0.000 13.60 ± 0.000
FQANoIntr 0.549 ± 0.006 0.236 ± 0.0003 5.756 ± 0.152 0.523 ± 0.001 6.038 ± 0.044
FQANoDec 0.539 ± 0.006 0.234 ± 0.001 5.616 ± 0.163 0.505 ± 0.007 5.518 ± 0.049

GNdce 0.572 ± 0.020 0.227 ± 0.002 5.714 ± 0.155 0.451 ± 0.004 5.553 ± 0.010
GSAGEdce 0.579 ± 0.011 0.231 ± 0.001 5.901 ± 0.099 0.456 ± 0.005 5.898 ± 0.048

GATdce 0.571 ± 0.006 0.232 ± 0.001 5.936 ± 0.124 0.460 ± 0.008 5.938 ± 0.021
FQAdce 0.532 ± 0.002 0.175 ± 0.004 5.814 ± 0.170 0.416 ± 0.001 5.733 ± 0.033

FQAhk 0.541 ± 0.002 0.177 ± 0.006 4.801 ± 0.215 0.396 ± 0.007 5.457 ± 0.084
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4.3.4 Understanding fuzzy decisions of FQA

Distance-based cutoff for edges: To check if FQA can learn decisions to reflect proximity

between agents, we replaced our edge generator to produce edges with a distance-based cutoff so

it outputs a directed edge between agents s and r only if ‖pts − ptr‖2 ≤ dthresh. The threshold

dthresh was found by a crude hyperparameter search and was set to dthresh = 0.5 in the normalized

coordinates provided to all models. We show prediction errors for FQA and other baselines namely

GN, GSAGE and GAT7 by providing them distance-constrained edges instead of all edges (dce

variants) in Table 4.2. While dce variants of baselines show improvement in prediction errors on

most datasets, FQA only shows minor improvements on Collisions which has sparse density of

interactions, while the performance degrades on the other datasets with dense interactions. This

suggests that FQA is indeed able to model proximity between agents even from a fully-connected

graph, if the dataset is sufficiently dense in the number of interactions per time-step and does not

require aiding heuristics, while other baselines do not necessarily extract this information and

hence benefit from the heuristic.

Table 4.3: Predict collisions from FQA decisions

τ 1 2 3 Recurrent

Accuracy 95.55% 95.48% 95.35% 95.75%
AUROC 0.854 0.866 0.870 0.907

Predicting interactions from decisions: To investigate if the decisions capture inter-agent

interactions well, we present an experiment to predict when a collision happens between two

agents on the Collisions dataset8 from only the 8 agent-pair decisions Dt
sr. Since collisions are

sparse, we present the prediction accuracy and the area under the ROC curve on a held-out test

set in Table 4.3 for various classifiers trained to predict collisions between agents using different

horizon of time-steps (τ) of the input decisions. Note that we do not even use the agents’ positions,

7SLSTM already uses a neighborhood size of 0.5 for discretization, while NRI infers edges internally via variational
inference.

8This is the only synthetic dataset for which the ground truth of interactions is available.
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(a) Collisions data: FQA models sparse interactions like inter-agent collisions well.

(b) Collsions data: FQA models stationary fixed landmarks well (blue) and predicts sharp collisions with walls.

(c) Charges data: Complex swirling in opposite charges (see pink and orange trajectories) accompanied by high
accelerations; No model except FQA is able to predict such complex motion.

Figure 4.6: Predicted trajectories from all models shown with circles of radii increasing with time. The
lighter shades show the observed part uptil Tobs while the darker shades show the predictions till T .

velocities or the FQA responses (Vsr) as inputs to the predictors. Yet, the decision-trajectories

alone are sufficient to predict collisions with a surprisingly high accuracy and AUROC, which

strongly indicates that FQA’s decisions are accurately capturing inter-agent interactions.

Including human-knowledge in FQA: Next we show that one can also add fuzzy decisions

to FQA, which are intuitive for humans but might be hard to infer from data. To this end, we add

an additional fixed decision D = σ(ṽTsrp̂sr) to FQA which should tend to 0 (no) when two agents

are directly approaching each other, while leaving the corresponding yes-no responses learnable (we

call this FQAhk). While Table 4.2 shows no significant improvement on most datasets, presumably

since the information captured by this decision is already being captured by the model, we do

observe a significant decrease in RMSE on the NGsim dataset compared to Table 4.1. This is

because our chunking procedure on NGsim eliminates a few neighbors of the agents at sub-scene

boundaries and consequently certain interaction effects become harder to capture from data. So

adding this human-knowledge directly as a decision improves performance. Hence, FQA allows
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the designer to augment the model with human-knowledge decisions as hints, which can improve

performance and are ignored if not useful.

Visualization: Next we visualize the trajectories predicted by FQA and other baselines.

Figures 4.6a and 4.6b show inter-agent collisions and those between agents and boundaries

respectively. Due to agents’ small sizes, inter-agent collisions are sparse events and only FQA

learns to model them appropriately while the other baselines ignore them. Further FQA models the

trajectories of agents faithfully and all collisions sharply while other baselines sometimes predict

curved trajectories and premature soft collisions in empty space without any real interaction. We

further observe from the pink and orange charges in Figure 4.6c, that it is hard to model chaotic

swirling of nearby opposite charges due to high accelerations resulting from coulombic forces and

that FQA comes closest to being an accurate model.

Next we show additional visualization from all models on all datasets (other than NBA). The

visualizations clearly demonstrate the strong inductive bias of FQA for multi-agent trajectory

prediction.

Figure 4.7: Predicted trajectory visualization from various models on Charges dataset.

Limitations: Finally, we point out that FQA (and all baselines) have a high RMSE on

the NBA dataset (w.r.t. the relative scale of values in the dataset). This is because the NBA

dataset comprises of many sudden intent dependent events or otherwise motions with many valid

alternatives that cannot be predicted in the long term9.

9Note that FQA is still the most accurate trajectory predictor amongst our baselines on the NBA dataset.
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Figure 4.8: Predicted trajectory visualization from various models on ETH-UCY dataset.

With visualizations on the NBA dataset we highlight when our setup and most interaction

modeling approaches may not be useful for trajectory prediction. Figure 4.11 shows a scene from

the NBA dataset with the ball trajectory being green and the team players being blue and red

trajectories. A blue player carries the ball and passes it to a teammate at the corner of the field

after the observation period (2T/5) ends, which turns all the red player trajectories towards that

corner (ground truth). Such passes and consequent player motions are heavily intent dependent

and quite unpredictable. Most methods e.g. FQA instead predicate an equally valid alternative in

which the original blue player carries the ball towards the basket. NBA dataset comprises of many

such intent dependent sudden events or otherwise motions with many valid alternatives which

cannot be predicted in the long term (3T/5). For such datasets, we recommend making shorter

length predictions or including visual observations for making predictions instead of just trajectory

data. Figure 4.12 shows three other cases where a player chooses to counter-intuitively pass (or

not pass) the ball after the observation period ends. Most methods, especially FQA, predict an
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equally valid and often more likely alternative of not passing the ball or passing it in a direction

more logically deducible from only trajectory data.

For such datasets, we recommend making shorter length predictions or including visual

observations in the input instead of just trajectory data to account better for strong intent-

dependencies. Alternatively, FQA being primarily designed to target interactions, can be combined

with stronger models for modeling intents, e.g., hierarchical policy networks [148] to improve

performance on intent-driven prediction setups.

4.4 Summary

In this chapter, we have presented a general architecture designed to predict trajectories in

multi-agent systems while modeling the crucial inductive biases of motion, namely, inertia, relative

motion, intents and interactions. Our novel Fuzzy Query Attention (FQA) mechanism models

pairwise interactions between agents by learning to make fuzzy (continuous-valued) decisions. We

demonstrate significant performance gains over existing state-of-the-art models in diverse domains

thereby demonstrating the potential of FQA. We further provide ablations and empirical analysis

to understand the strengths and limitations of our approach.

FQA additionally allows including human-knowledge in the model by manually inserting known

decisions (when available) and learning their corresponding responses. This could be useful for

debugging models in practical settings and at times aligning the model’s decisions to human

expectations. Our architecture relies only on trajectory data and hence can be employed in

conjunction to or alternatively as part of visual processing pipelines for trajectory prediction. It

can be successfully incorporated in deep learning pipelines for predicting traffic trajectories around

self-driving autonomous vehicles, predicting motion of pedestrians on roads etc. Note that while

FQA is primarily designed to target interactions, it can be combined with stronger models for

modeling intents, e.g., hierarchical policy networks [148] to improve performance on intent-driven
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prediction setups e.g. in sports analytics for predicting valid or alternative strategies for basketball

players.

This is only a starting point to incorporate fuzzy logic in deep learning models and we believe

that many other application domains can benefit from embedding fuzzy operators in the model.

In the future, we plan to investigate the potential of more complex symbolic and fuzzy reasoning

modules in multi-agent trajectory prediction and other application domains.
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Figure 4.9: Predicted trajectory visualization from various models on Collisions dataset.

Figure 4.10: Predicted trajectory visualization from various models on NGsim dataset.

Figure 4.11: NBA data: Green agent is the ball, while the 5 players in each team are colored blue and red.
The pass between blue team players is unpredictable and heavily intention dependent.
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Figure 4.12: Predicted trajectory visualization from various models on the NBA dataset.
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Chapter 5

Policy Learning for Continuous Space Security Games

using Neural Networks

5.1 Introduction

Stackelberg Security Games (SSGs) are two-player leader-follower games. The defender (referred

to as “she”) perpetually defends a set of targets with limited resources. The adversary (referred to

as “he”) can surveil and learn the defender’s strategy and plan an attack based on this information.

In this chapter, we provide a novel approach for solving security games based on policy learning,

fictitious play and deep learning. This approach extends the existing toolkit to handle complex

settings such as general games with continuous spaces. We make the following major contributions:

• We present OptGradFP, a novel and general algorithm which considers continuous space

parameterized policies for two-player zero-sum games and optimizes them using policy

gradient learning and game theoretic fictitious play.

• We provide a continuous space security game model for forest protection, which incorporates

infinite action sets over two-dimensional continuous areas and asymmetric target distributions.

Existing approaches based on MILP or differential equations fail to handle such games.
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• We provide a convolutional neural network based implementation of OptGradFP (called

OptGradFP-NN), which after learning on various game states, shifts computation in security

games from online to offline, by predicting good defender strategies on previously unseen

states.

Our experimental analysis with OptGradFP and OptGradFP-NN demonstrates the superiority

of our approach against comparable approaches such as StackGrad [3] and Cournot Adjustment

(CA) [34]. Our approach gives a good strategy for both players, even when the baselines fail to

converge.

5.2 Preliminaries

Notation: We use small letters (x) to denote scalars, bold small letters (x) to denote vectors,

capitals (X) to denote random variables and bold capitals (X) to denote random vectors. R

represents the set of real numbers.

We will demonstrate our algorithm on two domains:

• Rock-Paper-Scissors: A small stateless zero-sum game with three discrete actions. Please

see section 3.3.1 for details of the game. This game serves as a pedagogical running example to

demonstrate convergence of our algorithm to the Nash Equilibrium (NE), and get interesting

insights into its behavior.

• Forest Security Game: We also introduce a continuous state, zero-sum security game

with continuous actions space for both players. While this game model is the focus of the

paper and is used to illustrate our algorithm, the algorithm is general and is also applicable

to other domains such as wildlife, fishery protection etc. Please see section 3.3.4 for the

detailed game model.
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5.3 Policies and Utilities

Policies: Conventionally, a player’s mixed strategy is a probability distribution over the player’s

actions given the game state (s). Most previous work in computational game theory focuses on

how to compute a mixed strategy given a specific game state. Inspired by the recent advances

in reinforcement learning, we focus on an understudied concept in games: a player’s policy. A

player’s policy is a mapping from game states to mixed strategies. The concept of policy can help

a player model different mixed strategies for different states that might be encountered in a game

domain. The defender maintains a learnable policy πD parameterized by weights wD, from which

she can sample the guards’ positions, given any game state. She also maintains an estimate of the

adversary’s policy πO parameterized by wO, which helps her learn her own policy. Note that in

case of Rock-Paper-Scissors, the finally learnt πO will also be the opponent’s Nash Equilibrium

policy. However in SSGs like the forest game, a rational opponent will play a best response to the

defender’s deployed policy (computable separately without same parameterization as that of πO).

We use the symbols πD(wD), πO(wO) to denote policies, πD(·|s;wD), πO(·|s;wO) to denote

mixed strategies for the state s, and expressions πD(aD|s;wD), πO(aO|s;wO) to denote the

probability of a certain action (aD or aO) drawn from the policy (πD or πO) given a state s. We

sometimes skip writing wD or wO to promote clarity. Note that with our policy representation,

functions of a policy (e.g. utilities) can be directly written as functions of the policy weights.

Utilities: The utilities of the defender and the opponent (JD and JO = −JD respectively) are

the expected rewards obtained given the players’ policies:

JD(wD,wO) = Es,aD,aO [rD(s, aD, aO)]

=

∫
s

∫
aD

∫
aO

P (s)πD(aD|s;wD)πO(aO|s;wO)

rD(s, aD, aO) ds daD daO (5.1)
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Note that the integral over s can be removed if we only require mixed strategies for a given state,

but our method also allows learning policies over multiple states if needed.

Both the defender and the opponent want to maximize their utilities. In SSGs, the defender has

to deploy her policy first, without knowing the opponent’s policy. The problem faced by defender

is to compute:

w∗
D ∈ argmax

wD

min
wO

JD(wD,wO) (5.2)

The opponent observes the defender’s policy and he can use this information to react with a best

response to the defender’s deployed policy:

w∗
O ∈ argmin

wO

JD(w∗
D,wO) (5.3)

However, to reach a Nash Equilibrium, both players face a symmetric problem to find a policy in

the set of best responses (BR) to the other player’s current policy:

π∗D ∈ BRD(π∗O) (5.4)

π∗O ∈ BRO(π∗D) (5.5)

Note that Nash and Stackelberg Equilibrium policies (and policy weights) may not be unique.

From here on, we use best response to denote any policy which belongs to the best response set

and optimal policy (or weights) to denote any policy (or weights) belonging to the set of policies

which optimizes the players’ utilities.

Since, it is known that every Nash Equilibrium is also a Stackelberg Equilibrium for two-player

zero-sum games [34], we propose a common algorithm to solve both types of games. We approach
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these problems by taking a gradient-based optimization approach. The gradient of JD w.r.t. the

defender parameters wD can be found using the policy gradient theorem (section 3.1.7) as:

∇wDJD = Es,aD,aO [rD∇wD log πD(aD|s;wD)] (5.6)

The exact computation of the above integral is prohibitive, but it can be approximated from a

batch of B on-policy samples (w.r.t. πD) as pointed out in section 3.1.7. The gradient for the

opponent objective w.r.t. wO can be computed similarly. Ideally one can use even a single sample

to get an unbiased estimate of the gradients, but such an estimate has a very high variance. Hence,

we use a small batch of i.i.d. samples to compute the gradient estimate.

Lastly, we point out that gradient-based optimization only finds locally optimum points in the

parameterized search space, so the term optimal from here on would refer to a local optimum of

the objective functions under consideration, when optimized in a parameterized weight space.

5.4 OptGradFP: Optimization with Policy Gradients and

Fictitious Play

We propose our algorithm OptGradFP to solve security game models. Our algorithm leverages the

advances in policy gradient learning [122] and those from game theoretic fictitious play [49, 50], to

find the optimal defender parameters wD which maximize her utility. Policy gradient theorem [122]

provides a way to make soft updates to current policy parameters to get new policies. Fictitious

play involves best responding to the average of the other players’ policies uptil now.

OptGradFP (algorithm 1) aims to approximate the Nash Equilibrium policies for the players.

It maintains estimates of players’ policies πD, πO and samples ns actions from each policy in every

episode. The game state, and the sampled actions (s, aD, aO) are stored in a replay memory.
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Algorithm 1: OptGradFP

Data: Learning rates (αD, αO), decays (βD, βO), batch size (nb), sample size (ns),
episodes (epmax)

Result: Parameters wD
1 Initialize policy parameters wD and wO randomly;
2 Create replay memory mem of size E = epmax × ns;
3 for ep in {0, . . . , epmax} do

/* Sample states and actions */

4 for ns times do
5 Obtain game state s;
6 Get aD ∼ πD(·|s;wD), aO ∼ πO(·|s;wO);
7 Store {s, aD, aO} in mem;

/* Train Defender */

8 Draw nb samples {si, aiD, aiO} from mem;
9 Play nb games si, ãiD, a

i
O with ãiD ∼ πD(·|si;wD) to obtain rewards r̃iD, r̃

i
O;

10 ∇wDJD = 1
nb

∑nb
i=1 r̃

i
D∇wD log πD(ãiD|si;wD);

11 wD := wD + αD
1+ep βD

∇wDJD;

/* Train Opponent */

12 Draw nb samples {si, aiD, aiO} from mem;
13 Play nb games si, aiD, ã

i
O with ãiO ∼ πO(·|si;wO) to obtain rewards r̃iD, r̃

i
O;

14 ∇wOJO = 1
nb

∑nb
i=1 r̃

i
O∇wO log πO(ãiO|si;wO);

15 wO := wO + αO
1+ep βO

∇wOJO;

The replay memory stores samples from all past policies of the players and helps to emulate

approximate fictitious play.

Every episode, the algorithm randomly samples a minibatch of size nb from the replay memory,

containing actions of both players from all their policies uptil then. To train a player, it then plays

games by resampling that player’s actions for those samples from his/her current policy (while

keeping the other player’s actions the same), and improves the player’s policy using the policy

gradient update.

Note that the policy gradient update made this way is approximately a soft update towards

the best response to the other player’s average policy. We employ learning rate decay to take

larger steps initially and obtain a finer convergence towards the end.

Also, playing all games with the player’s current policy before the policy gradient step is

required since policy gradients require on-policy sampling. If a game simulator, which allows
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playing games by restoring arbitrary previous states is not available, importance sampling can be

a viable substitute for this step.

Finally observe that OptGradFP can learn to find the optimal policies for a single game state

s, if the game simulator always gives out that state. However, it can also learn to generalize over

multiple input states, if the same simulator gives it many different states s while sampling. Also,

our algorithm is very generic in the sense that it does not require computing any best response

functions specific to any game, but rather learns directly from samples.

5.5 OptGradFP-NN: OptGradFP with Neural Networks

Since OptGradFP does not depend on policy representation, we can choose it freely according to

domain so long as it is differentiable w.r.t. its parameterization. For RPS, we simply maintain the

defender and opponent policies as 3 × 1 vectors i.e. πD = [πD1, πD2, πD3], πO = [πO1, πO2, πO3].

Since this is a stateless game, there is no distinction between policy and mixed strategy.

For the forest game, we assume each element of the defender’s and opponent’s actions (aD, aO)

to be distributed independently according to logit-normal distributions. Our choice of logit-normal

distribution meets the requirement of a continuous distribution, differentiable w.r.t. its parameters

and having bounded support (since our players’ actions are bounded and continuous).

To represent them, we need to generate the means and standard deviations of the underlying

normal distributions for each element of aD = (d,θ) and aO = (ρ, φ). While having a mean and

variance would suffice to represent a mixed strategy, we are aiming to find policies that map input

states represented by images to mixed strategies. Hence, we use convolutional neural networks

(CNNs) to map the input images (states) to means and standard deviations for each player, owing

to their recent success in image processing and computer vision applications [78, 146].
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Figure 5.1: Defender’s policy represented via a CNN

5.5.1 Defender policy representation

The defender neural network parameterized by weights wD takes as input an image s of the forest

tree locations and outputs means (µd(s;wD) ∈ Rm,µθ(s;wD) ∈ Rm) and standard deviations

(νd(s;wD) ∈ Rm,νθ(s;wD) ∈ Rm) for two m-dimensional gaussians. For clarity we will skip

writing (s;wD) with these parameters. Each defender action coordinate is then a logit-normal

distribution and the probability of taking action aD = (d,θ) is given by:

πD(d,θ|s) =
∏
i∈[m]

pln(di;µd,i, νd,i)pln

(
θi
2π

;µθ,i, νθ,i

)
(5.7)

where pln is the logit-normal distribution and the product is over all m elements of the vector.

The defender’s policy network is shown in Figure 5.1.

5.5.2 Opponent policy representation

The opponent neural network is similarly parameterized by weights wO outputs means (µρ ∈

Rn,µφ ∈ Rn) and standard deviations (νρ ∈ Rn,νφ ∈ Rn) for two n-dimensional gaussians. The

probability of action aO = (ρ,φ) is similar to equation (5.7).

5.5.3 Neural Network Architectures

The defender neural network takes an image of size 120 × 120 as input. First hidden layer is

a convolutional layer with 64 filters of size 8 × 8 and strides 2 × 2. The second hidden layer is
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convolutional with 32 filters of size 4× 4 and strides 2× 2. Both convolutional layers have relu

activations and no pooling. Next layer is a fully-connected dense layer with 64m units (where

m = number of guards) and tanh activation. Lastly we have four parallel fully-connected dense

output layers one each for µd,νd,µθ and νθ. These four layers have m units each, with the layers

for means having linear activations and those for standard deviations having relu activations.

We add a fixed small bias of 0.1 to the outputs of the standard deviation layers to avoid highly

concentrated or close to singular distributions. We also clip all gradients to stay in the range

[−0.5, 0.5] to avoid large weight updates and potential divergence [92]. The opponent neural

network is also similar to the defender network, except that the fully-connected hidden layer has

64n units (where n = number of lumberjacks) and the four output layers for µρ,νρ,µφ and νφ

have n units each.

Finally, though all elements of aD (resp. aO) are from independent logit-normal distributions,

the means and standard deviations for the underlying normal distributions are computed jointly

via the CNNs, and allow the players to plan coordinated moves for their resources.

5.6 Experiments and Results

We now present experiments against several baselines.

5.6.1 Baselines

Cournot Adjustment (CA), one of the early techniques used to optimize players’ policies, makes

the defender and the opponent respond to each other’s policy with their best responses. This

method can converge to the Nash Equilibrium for certain classes of games [34]. Another method

called StackGrad was recently proposed [3]. It uses a best response computation for the opponent’s

updates, and a policy gradient update similar to ours for the defender (but no fictitious play). We
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also augmented StackGrad with fictitious play (using replay memory), and call it StackGradFP.

We compare our results against CA, StackGrad and StackGradFP in our experiments.

Note that the actual specification of CA and StackGrad cannot directly work in the same domain

as OptGradFP. To overcome this situation, we implemented CA, StackGrad and StackGradFP in

a way similar to OptGradFP. All the baselines maintain a parameterized strategy representation

for both players (πD and πO). Each algorithm samples ns actions for both players in every episode

and store them in a replay memory. Since CA and StackGrad lack fictitious play, their replay

memory is small and can only contain actions sampled from the current strategy. OptGradFP and

StackGradFP both maintain long replay memories containing all previous strategy samples.

For soft policy updates, we use policy gradient updates (like in OptGradFP) on nb-size batches

drawn from the replay memory. However, to emulate best responses we do not actually compute

best responses since that would make the implementation specific to the domain. Instead, we

generate new randomly initialized neural network strategies and train them multiple times with the

soft gradient step on nb-size batches of the other player’s actions drawn from the replay memory.

This approximately replicates a best response. If a generic implementation is not required, this

step can also be replaced by game-specific best-response functions.

Brief descriptions of update rules for all baselines follow:

CA: Makes the defender and the opponent best respond to each other’s strategy. StackGrad:

Uses best response update for the opponent, and policy gradient update similar to ours for the

defender (but no fictitious play). StackGradFP: Same as StackGrad, except it uses a policy

gradient update with fictitious play for the defender (i.e. via a replay memory like in OptGradFP).

5.6.2 Hyperparameters

OptGradFP for Rock-Paper-Scissors uses maximum episodes epmax = 1000, sample size ns = 50,

batch size nb = 500, learning rates αD = αO = 0.1, and decays βD = βO = 9
epmax

. The baselines’

hyperparameters for Rock-Paper-Scissors are the same as for OptGradFP (except for E which

79



is equal to ns for CA and StackGrad). The forest game’s hyperparameters for the single forest

state case are summarized in Table 5.1. OptGradFP-NN for multiple forest states uses the same

parameters except epmax = 20000 and E = 500000. The architectures of all neural networks

presented earlier and all algorithm hyperparameters were chosen by doing informal grid searches

within appropriate intervals.

CA StackGrad StackGradFP OptGradFP
epmax 400 400 400 400
ns 50 50 25 25
nb 50 50 250 250
E 50 50 10000 10000

α{D,O} 5e− 6 5e− 6 1e− 5 5e− 4
β{D,O}

9
epmax

9
epmax

9
epmax

9
epmax

Table 5.1: Hyperparameters

5.6.3 Results

For forest game, we present results for m = 8 guards and n = 8 lumberjacks where the numbers

provide appropriate forest coverage (since fewer guards leave too much open space). We set the

ambush penalty rpen = 10, guard radius Rg = 0.1 and lumberjack radius Rl = 0.04 < Rg (since

guards can scout lumberjacks from long distances).

5.6.4 Rock-Paper-Scissors Results

(a) (b) (c)

Figure 5.2: (a) Defender’s policy, (b) Defender’s average policy, (c) Defender’s utility
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(a) (b)

(c) (d)

Figure 5.3: Results of CA and StackGrad on Rock-Paper-Scissors: (a) Defender’s actions with CA on RPS,
(b) Defender’s utility with CA on RPS, (c) Defender’s policy with StackGrad on RPS, (d) Defender’s
utility with StackGrad on RPS.

(a) (b) (c)

Figure 5.4: Results of StackGradFP on Rock-Paper-Scissors: (a) Defender’s policy at each episode, (b)
Defender’s average policy at each episode, and (c) Defender’s utility at each episode.
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Figure 5.2 shows the defender’s statistics as a function of the number of episodes, when

OptGradFP is applied. Note from figure 5.2a, that the final policy of defender comes close to(
1
3 ,

1
3 ,

1
3

)
and converges slowly while oscillating around it. The oscillations are because of minibatch

sampling from the replay memory and become smaller with larger batch sizes. A faster convergence

is achieved by the average policy of defender (figure 5.2b) and we recommend computing the

average policies if feasible. Note that average policies are easily computable in small settings

like RPS, but in continuous domains like the forest game, there is no clear way of computing

average policies and hence we will stick to the parameterized policy in such cases. The defender’s

utility also converges to the Nash Equilibrium value = 0 as shown in figure 5.2c. These results

demonstrate the convergence of OptGradFP. Figures 5.3 and 5.4 show results for CA, StackGrad

and StackGradFP on the Rock-Paper-Scissors game. Note that CA and StackGrad do not use

fictitious play and hence mostly keep oscillating, whereas StackGradFP converges to the Nash

Equilibrium (both final policy and average policy). We have used ns = 50 and nb = 500 for all

baselines.

5.6.5 Forest Security Game Results

5.6.5.1 Learned policy on a single state

We show a visualization of the players’ final mixed strategies in figure 5.5, when trained only on

one randomly chosen forest state. The visualizations were generated by sampling 1000 locations

for each guard (blue dots) and each lumberjack (red dots) from each algorithm’s final strategies.

Note that training strategies on a single forest state does not require a neural network, since we

only need to learn specific values of µd,µθ,νd,νθ as opposed to a mapping for every state s.

Clearly CA and StackGrad lead to highly concentrated strategies for the defender and the

opponent (figures 5.5a, 5.5b). In fact, they do not generally converge and keep oscillating. However,

82



(a) (b) (c) (d)

(e) (f)

Figure 5.5: Visualization of players’ policies. The blue and red dots show sampled positions for guards
and lumberjacks respectively: (a) CA, (b) StackGrad, (c) StackGradFP, (d) OptGradFP, (e) OptGradFP
on a forest with a central core, and (f) OptGrad.

OptGradFP and StackGradFP (figures 5.5d, 5.5c) converge well and give well-spread out strategies

that provide appropriate coverage of the forest for both players.

Note that both OptGradFP and StackGradFP contain a few guards forming circular-band

shaped densities centered around the origin, which generally provide reasonable protection for the

forest’s dense center. CA and StackGrad find local regions to guard, and leave enough space for

the lumberjacks to chop wood without getting ambushed. Note that placing the bands close to

the forest center would leave a huge area to be chopped by the lumberjacks. Also, placing the

guards at the boundary would distribute them sparsely and lumberjacks would be able to come

and go unambushed. OptGradFP and StackGradFP find reasonable middle ground by inferring

good radii to place the guards.

We also show the mixed strategy found by OptGradFP for a forest containing a symmetric

central core of trees similar to [63]. It covers the core with 6 out of 8 guards forming a dense ring,

after which the remaining guards take blob-shaped densities since their presence/absence does

not matter (local minima). This is similar to the circular bands proposed as the optimal patrol

strategy for a uniform tree density.
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5.6.5.2 Opponent’s best response utility

Another performance indicator is the utility achieved by opponent’s final best response strategy

after the defender fixes her strategy. The opponent’s final best response utility for the forest

game can be computed approximately (computing the actual value is extremely prohibitive), by

sampling k random opponent actions and k actions from the defender’s final strategy. k2 games

were played with each combination of the defender’s and opponent’s actions and the opponent

action which led to the maximum reward (averaged over all k defender actions) was used to

compute the opponent’s final utility. We used k = 25 for all algorithms. Due to such evaluation,

the opponent’s final action can be very different from that obtained using πO, and it allows us

to test our learnt defender strategy without restraining the opponent’s final strategy shape to

logit-normal distribution thereby giving a more robust estimate of performance. Table 5.2 gives

the opponent’s best response utility (OBU) for a single forest state. OptGradFP and StackGradFP

provide much better utility than alternatives. CA and StackGrad do not converge and hence

their utility values keep fluctuating but are in general much higher than those of OptGradFP

and StackGradFP. CA and StackGrad have a high opponent’s best response utility which is in

agreement with our observation that they find local regions to guard, and leave the lumberjacks

lots of space to chop wood without getting ambushed.

Algorithm OBU
CA 661.0± 92.7

StackGrad 596.0± 74.3
StackGradFP 399.4± 8.5
OptGradFP 398.2± 5.2

Table 5.2: Opponent’s best response utility (± std. error of mean).

5.6.5.3 Replay memory

To emphasize the crucial role of fictitious play, we removed fictitious play from OptGradFP (we

call this OptGrad). This means using a small replay memory (E = ns = nb), containing games
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sampled only from players’ current strategies. On a single state, the utility achieved by opponent’s

best response strategy was 481.14, which is slightly better than CA and StackGrad, but worse

than OptGradFP and StackGradFP. The resulting strategies (figure 5.5f) are not well spread-out

anymore, since the method does not have history of previous steps (similar to StackGrad).

In general, having a replay memory and large batch size (nb � ns) gave us smoother convergence

properties by better approximating the best response to the other player’s average strategy.

However, having a large sample size requires playing more games and becomes a bottleneck for

every training step. The trade-off between good approximation to fictitious play vs. computation

time requires careful balancing to achieve fast convergence.

5.6.5.4 Computation time

The time for computing the defender’s mixed strategy on a single forest state using Algorithm 1 is

shown in Table 5.3. Clearly OptGradFP is slower than OptGrad, CA and StackGrad (because they

lack game replays). However, it is faster than StackGradFP since it does not require best response

computation, unlike StackGradFP. OptGrad is faster than CA and StackGrad for the same reason.

In the example domain of forest protection as well as other security games, computing best

responses (even approximately) is quite complex, often domain-dependent and computationally

expensive. Replacing it with a policy gradient step provides significant speedup.

Algorithm Computation time ± Std. dev. (in secs)
CA 8263.2± 76.4

StackGrad 5338.3± 120.1
OptGrad 3522.9± 98.3

StackGradFP 18426.5± 190.8
OptGradFP 12257.6± 187.2

Table 5.3: Computation time for all algorithms (in seconds).
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5.6.5.5 Training on multiple forest states

Finally, we show that OptGradFP can learn to predict good defender strategies on unseen forest

states, once trained on multiple forest states. For this we trained the CNN policies (section 5.5)

using OptGradFP on 1000 randomly generated forest states. Then we tested the learnt defender

policies on 10 new forest states which were not present in the training set. A good defender

strategy for each of the 10 test states was also computed independently using OptGradFP (without

the CNN) using Algorithm 1 to compare against the strategies predicted by the learnt CNN policy.

The opponent’s best response utility (OBU) on each test forest state is given in Table 5.4. We

observe slightly higher opponent utilities for predicted strategies than the ones directly computed,

but the predicted strategies are fairly competitive given that the neural network never saw those

states in training. Further it also predicts strategies very similar to those found independently

for each forest state. The predicted strategies and the independently generated strategies for 4

randomly chosen test states are visualized in Figure 5.6. This shows that in practice our algorithm

can train neural networks to learn about the structure of the problem domain and predict defender

strategies with low opponent utilities on unseen states.

(a) (b) (c) (d) (e)

(f) (g) (h)

Figure 5.6: Visualization of players’ strategies on randomly chosen test states (defender: blue, opponent:
red): (a) Predicted: 1, (b) Computed: 1, (c) Predicted: 7, (d) Computed: 7, (e) Predicted: 8, (f)
Computed: 8, (g) Predicted: 9, and (h) Computed: 9.
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Lastly, though independent training on each state requires about ≈ 12250 seconds (Table 5.3)

and jointly training on 1000 states took about 7 days (i.e. 170.1 hours), the prediction time on a

new state (after training) is only about 90 ms on average, thereby shifting the computation of

strategies from online to mostly offline.

State OBU (predicted) OBU (computed)
0 414.4± 7.7 375.6± 7.5
1 179.0± 3.8 126.5± 3.9
2 394.1± 7.8 383.9± 8.0
3 283.2± 6.6 224.9± 5.6
4 263.0± 5.4 241.8± 5.2
5 400.0± 8.2 297.5± 6.7
6 317.7± 6.9 232.3± 5.0
7 340.9± 7.4 278.0± 5.8
8 264.0± 5.2 190.7± 4.2
9 462.0± 9.6 451.5± 9.9

Table 5.4: Opponent’s best response utilities ± std. error of mean for predicted strategies and independently
computed strategies.

5.6.6 Comparing all algorithms

Now we briefly summarize our findings and compare all algorithms in terms of their overall

performance. We note that since StackGrad plays aggressive best responses for the opponent, the

lumberjacks keep jumping to far-off locations. The defender’s policy gradient (PG) is a soft step

and never catches up to the lumberjacks. On the other hand, OptGrad updates both players with

a soft PG step and hence outperforms StackGrad, but without replay memory, neither of them

converges.

After adding a replay memory, both OptGradFP and StackGradFP make the players respond

to each other’s average strategies. Even when the opponent changes its strategy aggressively (in

StackGradFP), responding to the average of its strategies helps the defender converge. Hence,

both algorithms exhibit similar performance, however OptGradFP dominates because of its lower

computation time.
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5.7 Discussion

5.7.1 Why not discretize?

Some previous works [142, 46, 36, 139] discretize the state and action spaces to find equilibrium

strategies, but the attacker in particular, may not attack only at discretized locations, which

invalidates discretized solutions in real settings.

Further, the computation after discretization can still be intractable (esp. with multiple

player resources). For instance, even a coarse discretization of the forest game for 8 guards and

8 lumberjacks with angular grid size = 10 degree (36 bins) and radial grid size = 0.1 (10 bins),

gives an intractable number of pure strategies ((36× 10)8 ≈ 2.82× 1020) for just the defender on a

single forest state. While column generation and double oracle based approaches can somewhat

improve computation efficiency, the memory and runtime requirement still remains high [139].

Additionally, with discretization, the computation cost would be paid independently for each

individual game state. In contrast, using our approach, the computation cost for a new game

instance after the neural network is trained, is much lower than using a discretization-based

approach.

5.7.2 Limitations of gradient-based methods

During our experiments, we noted certain key limitations of our method and other baselines.

Gradient-based approaches rely on availability of non-zero gradients throughout the state-action

spaces for both players, which may not always apply for all games. In such cases, the algorithm can

sometimes stagnate prematurely if the gradient of the utility w.r.t. the policy parameters becomes

zero. Hence, we point out that gradient-based approaches either require careful initialization to

compute good mixed strategies for a given state or additional means of mitigating zero-gradient

scenarios.
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5.8 Summary

In this chapter, we have presented a neural network based approach to address security games

with continuous state and action spaces. Our novel algorithm OptGradFP represents policies

by parameterizing in continuous space and learns the parameters using fictitious play and policy

gradients. Our approach is generic and can train the defender’s policy over multiple distinct game

states. This allows learning a generalized model for the defender’s policy offline and predict good

defender strategies on previously unseen game states.
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Chapter 6

DeepFP for Finding Nash Equilibrium in Continuous

Action Spaces

6.1 Introduction

In this chapter, we present DeepFP, an approximate fictitious play algorithm for two-player games

with continuous action spaces. DeepFP addresses the lack of representational power of OptGradFP

since it represents players’ approximate best responses via state-of-the-art generative neural

networks which are highly expressive implicit density approximators with no shape assumptions

on players’ action spaces. Since implicit density models cannot be trained directly, it also uses a

game-model network which is a differentiable approximation of the players’ payoffs given their

actions, and trains these networks end-to-end in a model-based learning regime. Further, DeepFP

allows replacing these networks with domain-specific oracles if available. This allows working in the

absence of gradients for player/(s) and exploit techniques from research areas like mathematical

programming to compute best responses.

Further, our model-based training proceeds without any likelihood estimates and hence does

not yield −∞ log-likelihoods in any parts of the action space, thereby converging stably. Moreover,

unlike OptGradFP, DeepFP is an off-policy algorithm and trains significantly faster by estimating

expected rewards using the game model network instead of replaying stored games.

90



6.2 Deep Fictitious Play

From here on, we use the two-player game model introduced in section 3.1.4. To compute NE for

a game, we introduce an approximate realization of fictitious play in high-dimensional continuous

action spaces, which we call Deep Fictitious Play (DeepFP). Let the density function corresponding

to the empirical distribution of player p’s previous actions (a.k.a. belief density) be σ̄p. Since

fictitious play involves player p repeatedly best responding to his opponent’s belief density σ̄−p,

extending the procedure to continuous action spaces requires approximations for two essential

ingredients: (a) belief densities over players’ actions, and (b) best responses for each player.

(a) Sampling actions from the best re-
sponse network

(b) Learning game model network parameters φ

(c) Learning best response network parameters θp

Figure 6.1: Neural network models for DeepFP; Blue color denotes player p, red denotes his opponent −p,
green shows the game model network and violet shows loss functions and gradients.
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6.2.1 Approximating belief densities

Representing belief densities compactly is challenging in continuous action spaces. However with

an appropriate approximation to Fictitious Play, one can get away with a representation which

only requires sampling from the belief density but never explicitly calculating the density at any

point in the action space. Our DeepFP is one such approximation and hence we maintain the

belief density σ̄p of each player p via a non-parameterized population based estimate i.e. via a

simple memory of all actions played by p so far. Directly sampling up from the memory gives an

unbiased sample from σ̄p.

6.2.2 Approximating best responses

Computing exact best responses is intractable for most games. But when the expected reward

for a player p is differentiable w.r.t. the player’s action up and admits continuous and smooth

derivatives, approximate best responses are feasible. One way is to use the gradient of reward to

update the action up iteratively using gradient ascent till it converges to a best response. Since

the best response needs to be computed per iteration of FP, employing inner iterations of gradient

descent can be expensive. However since the history of play for players doesn’t change too much

between iterations of FP, we expect the same of best responses. Consequently we approximate best

responses with function approximators (e.g., neural networks) and keep them updated with a single

gradient ascent step (also done by [30]). We propose a best response network for each player p

which maps an easy to sample dp-dimensional random variable Zp ∈ Rdp (e.g. Zp ∼ N (0, Idp)) to

the player’s action up. By learning an appropriate mapping BRp(zp; θp) parameterized by weights

θp, it can approximate any density in the action space Up (figure 6.1a). Note that this is an implicit

density model i.e. one can draw samples of up by sampling zp ∼ PZp(·) and then computing

BRp(zp; θp), but no estimate of the density is explicitly available. Further, best response networks

maintain stochastic best responses since they lead to smoother objectives for gradient-based
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optimization. Using them is common practice in policy-gradient and actor-critic based RL since

deterministic best responses often render the algorithm unstable and brittle to hyperparameter

settings (also shown by [42]).

To learn θp we need to approximate the expected payoff of player p given by E(up∼BRp(·;θp),u−p∼σ̄−p)[rp]

as a differentiable function of θp. However a differentiable game model is generally not available a

priori, hence we also maintain a game model network which takes all players’ actions i.e. {up, u−p}

as inputs and predicts rewards {r̂p, r̂−p} for each player. This can either be pre-trained or learnt

simultaneously with the best response networks directly from gameplay data (figure 6.1b). Coupled

with a shared game model network, the best response networks of players can be trained to

approximate best responses to their opponent’s belief densities (σ̄−p) (figure 6.1c). The training

procedure is discussed in detail in Section 6.2.3.

When the expected reward is not differentiable w.r.t. players’ actions or the derivatives are

zero in large parts of the action space, DeepFP can also employ approximate best response oracle

(BROp) for player p. The oracle can be a non-differentiable approximation algorithm employing

Linear Programming (LP) or Mixed Integer Programming (MIP) and since it will not be trained, it

can also be deterministic. In many security games, Mixed-integer programming based algorithms

are proposed to compute best responses and our algorithm provides a novel way to incorporate

them as subroutines in a deep learning framework, as opposed to most existing works which require

end-to-end differentiable policy networks and cannot utilize non-differentiable solutions even when

available.

6.2.3 DeepFP

Algorithm 2 shows the DeepFP pseudocode. DeepFP randomly initializes any best response

networks and game model network (if needed) and declares an empty memory (mem) to store

players’ actions and rewards [lines 1-2].
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Algorithm 2: DeepFP

Data: max games, batch sizes (m1,m2,mG), memory size E, game simulator and oracle
BROp for players with no gradient

Result: Final belief densities σ̄∗p in mem ∀ players p

1 Initialize all network parameters (θ1, θ2, φ) randomly;
2 Create empty memory mem of size E;
3 for game ∈ {1, . . . , max games} do

/* Obtain best responses */

4 for each player p do
5 if grad avlbl(p) then
6 Sample zp ∼ N (0, I);
7 Approx. best response up = BRp(zp; θp);

8 else
9 up = BROp(σ̄−p) with σ̄−p from mem;

/* Play game and update memory */

10 Play with u = {u1, u2} to get r = {r1, r2};
11 Store sample {u, r} in mem;

/* Train shared game model net */

12 if grad avlbl(p) for any p ∈ {1, 2} then
13 Draw samples {ui, ri}i=1:mG from mem;
14 φ := Adam.min(LMSE , φ, {ui, ri}i=1:mG);

/* Train best response nets */

15 for each player p with grad avlbl(p) do
16 Draw samples {ui}i=1:mp from mem;
17 θp := Adam.min(Lrp , θp, {ui−p}i=1:mp);

Then it iteratively makes both players best respond to the belief density of their opponent.

This best response can be computed per player p via a forward pass of the best response network

BRp or via a provided oracle BROp or if gradients are not available [lines 4-9]. The best response

moves and the rewards obtained by playing them are stored in mem [lines 10-11]. Samples from

exact belief density σ̄ of both players are available from mem.

The game model network is also trained simultaneously to learn a differentiable reward model

of the game [lines 12-14]. It takes all players’ actions u as input and predicts the game rewards

r̂(u;φ) for all players. Its parameters φ can be learnt by minimizing the mean square error loss

over a minibatch of samples {ui}i=1:mG from mem, using any optimizer (we use Adam [72]):
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LMSE(φ) =
1

2mG

∑
p∈{1,2}

mG∑
i=1

(r̂p(u
i;φ)− rip)2.

The advantage of estimating this differentiable reward model independent of playing strategies is

that it can be trained from the data in replay memory without requiring importance sampling,

hence it can be used as a proxy for the game simulator to train the best response networks. An

alternative could be to replay past actions of players using the game simulator as done by [66],

but it is much slower (see section 6.3.2).

Finally each player updates their best response network to keep it a reasonable approximation

to the best response to his opponent’s belief density [lines 15-17]. For this, each player p maximizes

his expected predicted reward r̂p (or minimizes expected −r̂p) against the opponent’s belief density

σ̄−p (see figure 6.1c) using any optimizer (we use Adam):

Lrp(θp) = −E(zp∼N (0,I),u−p∼σ̄−p)[r̂p(BRp(zp; θp), u−p;φ)].

The expectation is approximated using a minibatch of samples {ui−p}i=1:mp drawn from mem and

{zip}i=1:mp independently sampled from a standard normal distribution. In this optimization,

φ is held constant and the gradient is only evaluated w.r.t. θp and the updates applied to the

best response network. In this sense, the game model network acts like a critic to evaluate the

best responses of player p (actor) against his opponent’s belief density σ̄−p similar to actor-critic

methods [91]. However, unlike actor-critic methods we train the best response and the game model

networks in separate decoupled steps which potentially allows replacing them with pre-trained

models or approximate oracles, while skipping their respective learning steps.
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6.2.4 Connections to Boltzmann actor-critic and convergence of DeepFP

DeepFP is closely related to the Boltzmann actor-critic process proposed by Generalized Weakened

Fictitious Play (GWFP) [82], which converges to the NE under certain assumptions. But it differs

in two crucial aspects: (i) GWFP requires assuming explicit probability densities and involves

weakened ε-best responses which are updated via a Boltzmann actor-critic process. Since we store

the empirical belief densities and best responses as implicit densities, a Boltzmann-style strategy

update is infeasible, (ii) GWFP also requires the ε-best responses to eventually become exact (i.e.

when limn→∞ εn → 0). Since we are approximating stochastic best responses via generative neural

networks (or approximate oracles), the assumption may not always hold exactly. Nevertheless, with

our approximate oracle and one-step gradient update-based best response networks, we empirically

observed that DeepFP converges for multiple games with continuous reward functions wherever

GWFP converges. At convergence, the belief density σ̄∗ in mem is a non-parametric approximation

to a NE density for both players.
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(a) Concave-convex game (b) Cournot game

(c) Concave-convex game (d) Cournot game

Figure 6.2: DeepFP on simple games under three settings: When both players learn BR nets (top), player
1 uses BR oracle (mid), and when both players use BR oracle (bottom); (a) and (b) Expected reward
of player 1 converges to the true equilibrium value (shown by dashed line) for both games; (c) and (d)
Final empirical density for player 1 approaches NE strategy for both games (shown by blue triangle on
horizontal axis).

97



6.3 Experimental Evaluation

6.3.1 Simple games

We first evaluate DeepFP on two simple games, namely Concave-Convex game and the Cournot

game introduced in sections 3.3.2 and 3.3.3 respectively. These games are designed such that

traditional fictitious play is known to converge on them, and we use these potential sanity checks

to demonstrate convergence of DeepFP to a nash equilibrium.

Figure 6.2 shows the results of DeepFP on these games and its convergence to the NE for all

variants i.e. when both, exactly one, or no player uses the best response oracle. Note that both

players using the best response oracle (bottom case in all subfigures) is the same as exact fictitious

play and converges very fast as opposed to other cases (top and mid in all subfigures) since the

latter variants require estimating the best responses from repeated gameplay.

6.3.2 Forest protection game

(a) (b)

Figure 6.3: Forest game with trees (green dots), guards (blue dots), guard radii Rg (blue circles),
lumberjacks (red dots), lumberjack chopping radii Rl (red circles), lumberjacks’ paths (red lines) and black
polygons (top weighted capture-sets for guards): (a) With m=n=3, (b) Best response oracle for 3 guards
and 15 lumberjacks.

For a large application of DeepFP, we choose the forest protection game as proposed by [66]

and presented in section 3.3.4. We denote the Defender as D and Adversary as A. A full game

example is shown in figure 6.3a. In our experiments we use the following settings for the game:

rpen = 4.0, Rg = 0.1, Rl = 0.04.
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6.3.2.1 Approximate best response oracle

Note that if guards’ locations do not overlap significantly with those of lumberjacks then changing

them by a small amount does not affect the rewards for either player since no extra lumberjacks

are ambushed. Hence, the gradient of reward w.r.t. defender’s parameters (∇θDr) ≈ 0 over most

of the action space. But the gradients for the adversary are continuous and non-zero because of

the dense tree distribution. Hence we apply DeepFP to this game with a best response network for

the adversary and an approximate domain-specific best response oracle for the defender. Devising

a defender’s best response to the adversary’s belief distribution is non-trivial for this game. So we

propose a greedy approximation to the best response (see algorithm 3). We define a capture-set

for a lumberjack location l as the set of all guard locations within a radius Rg from any point

on the trajectory of the lumberjack. The algorithm involves creating capture-sets for lumberjack

locations l encountered so far in mem and intersecting these capture-sets to find those which cover

multiple lumberjacks. Then it greedily allocates guards to the top m such capture-sets one at a

time, while updating the remaining capture-sets simultaneously to account for the lumberjacks

ambushed by the current guard allocation. We illustrate an oracle best response in figure 6.3b.
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Algorithm 3: Approximate best response oracle

Data: mem, batch size mD, game simulator, m,n
Result: Guard assignments approximating BROD(σ̄A)

1 Draw batch of adversary actions {uiA}i=1:mD from σ̄A (stored in mem);
2 Extract all mD × n lumberjack locations l ∈ {uiA}i=1:mD ;
/* Capture-set for each lumberjack */

3 Initialize empty capture-set list S;
4 for l ∈ {uiA}i=1:mD do
5 Create a capture-set s(l) (approximated by a convex polygon) i.e. as the set of all

guard locations which are within radius Rg from any point on the trajectory of the
lumberjack stopping at l;

6 Query reward w(l) of ambushing at l (using simulator);
7 Append (s, w, l) to S.

/* Output max reward capture-sets */

8 Find all possible intersections of sets s ∈ S while assigning a reward w′ =
∑
j wj and

lumberjacks l′ = ∩j lj to s′ = ∩jsj and append all new (s′, w′, l′) triplets to S;
9 Pop the top m maximum reward sets in S one at a time and assign a single guard to each,

while updating all remaining sets’ weights to remove lumberjacks covered by the guard
allotment;

10 Output the guard assignments.

Our algorithm involves the following approximations:

1. Mini-batch approximation: Since it is computationally infeasible to compute the best response

to the full set of actions in mem, we best-respond to a small mini-batch of actions sampled

randomly from mem to reduce computation (line 1).

2. Approximate capture-sets: Initial capture-sets can have arbitrary arc-shaped boundaries

which can be hard to store and process. Instead, we approximate them using convex polygons

for simplicity (line 5). Doing this ensures that all subsequent intersections also result in

convex polygons.

3. Bounded number of intersections: Finding all possible intersections of capture-sets can be

reduced to finding all cliques in a graph with capture-sets as vertices and pairwise intersections

as edges. Hence it is an NP-hard problem with complexity growing exponentially with the

number of polygons. We compute intersections in a pairwise fashion while adding the newly

intersected polygons to the list. This way the kth round of intersection produces uptil all
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k + 1-polygon intersections and we stop after k = 4 rounds of intersection to maintain

polynomial time complexity (implemented for line 8, but not shown explicitly in algorithm

3).

4. Greedy selection: After forming capture-set intersections, we greedily select the top m sets

with the highest rewards (line 9).

6.3.2.2 Baselines

Since the forest protection game involves arbitrary tree density patterns, the ground truth equilibria

are intractable. So we evaluate DeepFP by comparing it with OptGradFP [66] and to another

approximate discrete linear programming method (henceforth called DLP).

DLP baseline: We propose DLP which discretizes the action space of players and solves a

linear programming problem to solve the game approximately (but only for small m and n). The

DLP method discretizes the action space in cylindrical coordinates with 20 radial bins and 72

angular bins, which gives a joint action space of size (72× 20)m+n. For even a single guard and

lumberjack, this implies about 2 million pure strategies. Hence, though DLP gives the approximate

ground truth for m=n=1 due to our fine discretization, going beyond m or n > 1 is infeasible with

DLP. The DLP baseline proceeds in two steps:

1. We generate 72 × 20 = 1440 cylindrically discretized bins and compute a matrix R ∈

R1440×1440 where Rij characterizes the defender’s reward with a guard in the i-th bin and a

lumberjack in the j-th bin. Each entry Rij is computed by averaging the game simulator’s

reward over 20 random placements of the guard and lumberjack inside the bins.
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2. Next we solve the following optimization problem for the defender:

σ∗, χ∗ = arg max
σ≥0,χ

χ

s.t. σTR:j ≥ χ ∀j
1440∑
i=1

σi = 1

Note that χ represents the defender’s reward, σi is the i-th element of σ ∈ [0, 1]1440 i.e. the

probability of placing the guard in the i-th bin and R:j is the j-th column of R corresponding

to the adversary taking action j. The above problem maximizes the defender’s reward

subject to the constraints that σ has all non-negative elements summing to 1 (since it’s a

distribution over all bins) and the defender’s reward χ is least exploitable regardless of the

adversary’s placement in any bin j. Solving it gives us the optimal defender distribution

σ∗ over all bins to place the guard and the equilibrium reward for the defender χ∗ when

m=n=1.

6.3.2.3 Hyperparameters

We set max games = E = 40000 to provide enough iterations to DeepFP and OptGradFP for

convergence. The batch sizes for DeepFP are set to mD = 3 (kept small to have a fast oracle),

mA = 64,mG = 128 (large for accurate gradient estimation). Additional algorithmic parameters

and neural network architectures can be found in section A.1 in the appendix.

6.3.2.4 Exploitability analysis

Since direct computation of the ground truth equilibrium is infeasible for a forest, we compare

all methods by evaluating the exploitability of the defender’s final strategy as NE strategies are

least exploitable. For this, we designed an evolutionary algorithm to compute the adversary’s

best response to the defender’s final strategy. It maintains a population (size 50) of adversary’s
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actions and iteratively improves it by selecting the best 10 actions, duplicating them four-fold,

perturbing the duplicate copies with gaussian noise (whose variance decays over iterations) and

re-evaluating the population against the defender’s final strategy. This evolutionary procedure

is independent of any discretization or neural network and outputs the adversary action which

exploits the defender’s final strategy most heavily. We denote the reward achieved by the top

action in the population as the exploitability ε and report the exploitability of the defender’s

strategy averaged across 5 distinct runs of each method (differing only in the initial seed). Since

rewards can differ across forests due to the number of trees in the forest and their distribution, the

exploitability of each forest can differ considerably. Also, since the evolutionary algorithm requires

150K − 300K game plays per run, it is quite costly and only feasible for a single accurate post-hoc

analysis rather than using it to compute best responses within DeepFP.
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Table 6.1: Results on four representative forests for m=n=1. Green dots: trees, blue dots: guard locations
sampled from defender’s strategy, red dots: lumberjack locations sampled from adversary’s strategy.
The exploitability metric shows that DLP which is approximately the ground truth NE strategy is the
least exploitable followed by DeepFP, while OptGradFP’s inflexible explicit strategies make it heavily
exploitable.

Forest structure DeepFP OptGradFP DLP
(approx. ground truth)

F1 ε = 88.57± 23.1 ε = 174.08± 21.04 ε = 95.60± 10.82

F2 ε = 16.90± 0.13 ε = 17.09± 0.39 ε = 16.38± 0.86

F3 ε = 88.72± 24.09 ε = 115.02± 0.86 ε = 72.95± 1.21

F4 ε = 30.72± 1.65 ε = 32.21± 0.52 ε = 23.97± 0.64

6.3.2.5 Single resource case

Table 6.1 shows results on four representative forests when m=n=1. We observe that both DLP

and DeepFP find strategies which intuitively cover dense regions of the forest (central forest patch

for F1, nearly the whole forest for uniform forest F2, dense arch of trees for F3 and ring for the

forest F4 with a tree-less sector). On the uniform forest F2, the expected NE strategy is a ring at
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a suitable radius from the center, as outputted by DeepFP. However, DLP has a fine discretization

and is able to sense minute deviations from uniform tree structure induced due to the sampling of

trees from a uniform distribution, hence it forms a circular ring broken and placed at different radii.

A similar trend is observed on F4. On F3, DeepFP finds a strategy strongly covering the dense

arch of trees, similar to that of DLP. Note that sometimes DeepFP even finds less exploitable

strategies than DLP (e.g. on F1), since DLP while being close to the ground truth still involves an

approximation due to discretization. Overall, as expected DLP is in general the least exploitable

method and is the closest to the NE, followed by DeepFP. OptGradFP is more exploitable than

DeepFP for nearly uniform tree densities (F2 and F4) and heavily exploitable for forests with

concentrated tree densities (F1 and F3), since unlike DeepFP, it is unable to approximate arbitrary

strategy shapes.

6.3.2.6 Multiple resource case

Since DLP cannot scale for m or n > 1, we compute the strategies and exploitability for m=n={2, 3}

on F3 in table 6.3 for DeepFP and OptGradFP only. We consistently observe that DeepFP

accurately covers the dense forest arch of F3 and OptGradFP spreads both players out more

uniformly (due to explicit strategies). For m=n=3 case, DeepFP also allots a guard to the central

patch of F3. Overall, DeepFP is substantially less exploitable than OptGradFP. Table 6.2 shows

more experiments for DeepFP and OptGradFP with m,n>1. We see that DeepFP is able to cover

regions of importance with the players’ resources but OptGradFP suffers from the zero defender

gradients issue due to logit-normal strategy assumptions which often lead to sub-optimal results

and higher exploitability.

6.3.2.7 Effect of memory size

In algorithm 2, we stored and best responded to all games in the replay memory. Figure 6.4a

shows the expected reward (E[rA]) achieved by the adversary’s final strategy against the defender’s
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F1 DeepFP (m=n=2) OptGradFP (m=n=2)
ε = 153.21± 50.87 ε = 212.92± 27.95

F4 DeepFP (m=n=2) OptGradFP (m=n=2)
ε = 53.70± 3.85 ε = 49.00± 3.68

Table 6.2: More results on forests F1 and F4 for m=n=2.

final strategy, when the replay memory size E is varied as a fraction γ of max games. Only the

most recent γ fraction of max games are stored and best responded to, and the previous ones

are deleted from mem. We observe that DeepFP is fairly robust to memory size and even permits

significantly small replay memories (upto 0.01 times max games) without significant deterioration

in average rewards.

6.3.2.8 Running time analysis

Given the same total number of iterations, we plot the time per iteration for DeepFP and

OptGradFP in figure 6.4b with increasing m and n (y-axis has log scale). OptGradFP’s training

time increases very fast with increasing m and n due to high game replay time. With our

approximate best-response oracle and estimation of payoffs using the game model network, DeepFP

is orders of magnitude faster. For a total 40K iterations, training DeepFP takes about 0.64± 0.34

hrs (averaged over values of m and n) as opposed to 22.98± 8.39 hrs for OptGradFP.
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Table 6.3: Results on forest F3 for m=n={2, 3}. Green dots: trees, blue dots: guard locations sampled
from defender’s strategy, red dots: lumberjack locations sampled from adversary’s strategy. DeepFP is
always less exploitable than OptGradFP.

DeepFP (m=n=2) DeepFP (m=n=3) OptGradFP (m=n=2) OptGradFP (m=n=3)

ε = 135.49± 15.24 ε = 137.53± 8.63 ε = 186.58± 23.71 ε = 190.00± 23.63
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(a) Adversary’s average reward with memory size E as a fraction of total games played. Even for a 1% fraction of
memory size i.e. γ = 0.01, the average rewards are close to γ = 1 case.

(b) Time per iteration vs. players’ resources. DeepFP is orders of magnitude faster than OptGradFP (y-axis has
log scale).

Figure 6.4
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6.3.2.9 Limitations of gradient-based algorithms

Like most gradient-based optimization algorithms, DeepFP and OptGradFP can sometimes get

stuck in local nash equilibria. To study the issue of getting stuck in locally optimal strategies

we show experiments with another forest F5 in Table 6.4. F5 has three dense tree patches and

very sparse and mostly empty other parts. The optimal defender’s strategy computed by DLP

for m=n=1 is shown in C1. In such a case, due to the tree density being broken into patches,

gradients for both players would be zero at many locations and hence both algorithms are expected

to get stuck in locally optimal strategies depending upon their initialization. This is confirmed by

configurations C2, C3, C4 and C5 which show strategies for OptGradFP and DeepFP with m=n=1

covering only a single forest patch. Once the defender gets stuck on a forest patch, the probability

of coming out of it is small since the tree density surrounding the patches is negligible. However,

with more resources for the defender and the adversary m=n=3, DeepFP is mostly able to break

out of the stagnation and both players eventually cover more than a single forest patch (see C7),

whereas OptGradFP is only able to cover additional ground due to random initialization of the 3

player resources but otherwise remains stuck around a single forest patch (see C6). DeepFP is

partially able to break out because the defender’s best response does not rely on gradients but

rather come from a non-differentiable oracle. This shows how DeepFP can break out of local

optima even in the absence of gradients if a best response oracle is provided, however OptGradFP

relies purely on gradients and cannot overcome such situations.

6.4 Summary

In this chapter, we have presented DeepFP, an approximate fictitious play algorithm for games with

continuous action spaces. DeepFP implicitly represents players’ best responses via generative neural

networks without prior shape assumptions and optimizes them using a learnt game-model network

with gradient-based training. It can also utilize approximate best response oracles whenever
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F5 C1: DLP C2: OptGradFP C3: OptGradFP
(m=n=1) (m=n=1) (m=n=1)

C4: DeepFP C5: DeepFP C6: OptGradFP C7: DeepFP
(m=n=1) (m=n=1) (m=n=3) (m=n=3)

Table 6.4: Demonstrating getting stuck in locally optimal strategies.

available, thereby harnessing prowess in approximation algorithms from discrete planning and

operations research. DeepFP provides significant speedup in training time and scales well with

growing number of resources.

DeepFP can be easily extended to multi-player applications, with each player best responding

to the joint belief density over all other players using an oracle or a best response network. Like

most gradient-based optimization algorithms, DeepFP and OptGradFP can sometimes get stuck in

local nash equilibria. While DeepFP gets stuck less often than OptGradFP, principled strategies

to mitigate local optima for gradient-based equilibrium finding methods remains an interesting

direction for future work.
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Chapter 7

Gradient-based Optimization for Multi-resource Spatial

Coverage Problems

7.1 Introduction

(a) (b) (c)

Figure 7.1: Several domains requiring multi-resource spatial coverage: (a) Robotic surveillance, (b) Green
security, and (c) Mobile sensor networks

Allocation of multiple resources for efficient spatial coverage is an important component in many

practical systems, e.g., robotic surveillance, mobile sensor networks and green security domains (see

figure 7.1). Surveillance tasks and sensor node placements generally involve assigning resources e.g.

drones or sensors, each of which can monitor physical areas, to various points in a target domain

such that a loss function associated with coverage of the domain is minimized [105]. Alternatively,

green security domains follow a leader-follower game setup between two agents, where a defender

defends a continuous target density in a geographical area (e.g. trees in a protected forest) with
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limited resources to be placed, while an attacker plans an attack after observing the defender’s

placement strategy using its own resources [124].

Traditional methods used to solve multi-resource surveillance problems often make simplifying

assumptions thereby leading to potential field methods [58], discretization based approaches [74]

and voronoi tessellation based methods [25]. Similarly, many exact and approximate approaches

have been proposed to maximize the defender’s expected utility in green security domains against

a best responding attacker [70, 3, 142, 46, 63, 59]. Notably, these approaches focus on exploiting

certain specific spatio-temporal or symmetry structures of the domain under consideration.

While the existing work in this domain spans many sub-domains, in this chapter we focus on

addressing a broad class of spatial coverage problems, where special spatial-temporal structure or

symmetries cannot be exploited to efficiently allocate resources for coverage. In such cases, one

has to rely on undirected exploration methods such as particle swarm optimization [94, 109] and

genetic algorithms [126, 77, 140] for finding near-optimal placements for resources. However, since

the coverage problem is generally combinatorially hard, such undirected search methods do not

scale well as the number of resources to be placed grows larger.

Contributions: To address the above challenges, we propose the coverage gradient theorem,

which provides a gradient estimator for a broad class of spatial coverage objectives using a

combination of Newton-Leibniz theorem and implicit boundary differentiation. This alleviates the

need to use function approximators like neural networks to approximate gradients of the coverage

objectives. We further propose a tractable framework to approximate the coverage objectives

and their gradients using spatial discretization of only the target domain, but not the allocated

positions of the resources. Hence, we keep the resource allocations amenable to gradient-based

optimization thereby leading to faster, scalable and more directed ways of search and optimization

for multi-resource coverage problems. By combining our framework with existing optimization

methods, we demonstrate successful applications on both surveillance and green security spatial

coverage domains.
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7.2 Methods

7.2.1 Multi-resource spatial coverage problems

We adopt the multi-resource spatial coverage model as defined in sections 3.1.8 and 3.1.9. We will

be using the surveillance game (section 3.3.5) and the adversarial coverage game (section 3.3.6) as

our application domains for this work.

To maximize coverage, the key idea behind our solution approach is to obtain the gradient of

the expected coverage reward of the agent/(s) w.r.t. the agents’ actions. This can then be used to

perform direct gradient ascent to arrive at a (locally) optimal action or as a part of other global

search algorithms.

7.2.2 Differentiable approximation for coverage objectives

First, we propose a method to approximate coverage objectives and their gradients w.r.t. agents’

actions. Consider an objective of the form:

r(u) =

∫
Q

f(u, q) dq (7.1)

where u denotes actions of one or more agents having multiple resources to place at their disposal

and q is any point in the target domain Q. We assume that the action u has m components

with ui representing the location of i-th resource (i ∈ [m]) and u\i representing the locations of

all resources other than i. Note that the imp(q) function has been subsumed into f(u, q) in this

formulation.

We are interested in computing the gradient: ∂r
∂ui

. However, this is a hard problem since: (a)

r(u) involves integration over arbitrary (non-convex shaped) target domains which does not admit

a closed-form expression in terms of elementary functions and hence cannot be differentiated with

autograd libraries like PyTorch and TensorFlow, and (b) most resources have a finite coverage area,
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outside of which the coverage drops to zero. This often makes the function f(u, q) discontinuous

w.r.t. q given a fixed u especially at the coverage boundaries induced by the resources’ coordinates,

for e.g., drones have a circular probabilistic coverage area governed by their height and camera

half-angle θ, outside which the coverage probability suddenly drops to zero.

Theorem 1 (Coverage Gradient Theorem). Let the objective function be as shown in eq 7.1:

r(u) =
∫
Q
f(u, q) dq. Denoting the set of points covered by the i-th resource as Si, the interior of a

set with in(·) and the boundary with δ(·), the gradient of r(u) w.r.t. the i-th resource’s location ui

is given by:

∂r(u)

∂ui
=

∫
in(Q∩Si)

∂f(u, q)

∂ui
dq +

∫
Q∩δSi

(
f(u, q) − f(u\i, q)

)∂qQ∩δSi
∂ui

T

nqQ∩δSi dq (7.2)

Proof. We begin by observing that while function f can be potentially discontinuous in q across

resources’ coverage boundaries due to finite coverage fields of resources, r(u) integrates over q ∈ Q

thereby removing the discontinuities. Hence, instead of directly taking the derivative w.r.t. a

particular resource’s location ui inside the integral sign, we first split the integral into two parts -

over the i-th resource’s coverage area Si and outside it:

r(u) =

∫
Q∩Si

f(u, q) dq +

∫
Q\Si

f(u, q) dq (7.3)
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Splitting the integral at the boundary of the discontinuity allows us to explicitly capture the effect

of a small change in ui on this boundary. Denoting the interior of a set with in(·) and the boundary

with δ(·), the derivative w.r.t. ui can be expressed using the Newton-Leibniz formula as:

∂r(u)

∂ui
=

∫
in(Q∩Si)

∂f(u, q)

∂ui
dq

+

∫
δ(Q∩Si)

f(u, q)
∂qδ(Q∩Si)

∂ui

T

nqδ(Q∩Si) dq

+

∫
in(Q\Si)

∂f(u\i, q)

∂ui
dq

+

∫
δ(Q\Si)

f(u\i, q)
∂qδ(Q\Si)

∂ui

T

nqδ(Q\Si) dq,

(7.4)

where
∂qδ(Q∩Si)

∂ui
denotes the boundary velocity for δ(Q ∩ Si) and nqδ(Q∩Si) denotes the unit-vector

normal to a point q on the boundary δ(Q ∩ Si) (similarly for δ(Q\Si)). Since f(u\i, q) does

not depend on ui, we can set
∂f(u\i,q)

∂ui
= 0. Next observe that the boundaries can be further

decomposed as: δ(Q ∩ Si) = (δQ ∩ Si) ∪ (Q ∩ δSi) and similarly δ(Q\Si) = (δQ\Si) ∪ (Q ∩ δSi).

However since ui does not change the boundary of the target domain δQ, we have:

∂qδQ∩Si
∂ui

= 0, ∀q ∈ δQ ∩ Si (7.5)

∂qδQ\Si
∂ui

= 0, ∀q ∈ δQ\Si (7.6)

Further on the boundary of Si, the following unit-vectors normal to the boundary are oppositely

aligned:

nqδ(Q\Si) = −nqδ(Q∩Si) ∀q ∈ Q ∩ δSi. (7.7)
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Substituting the above results, we can simplify the gradient expression in eq 7.4 to:

∂r(u)

∂ui
=

∫
in(Q∩Si)

∂f(u, q)

∂ui
dq +

∫
Q∩δSi

(
f(u, q) − f(u\i, q)

)∂qQ∩δSi
∂ui

T

nqQ∩δSi dq (7.8)

Note that the first term in eq 7.2 corresponds to the change in f inside the coverage area

of resource i due to a small change in ui, while the second term elegantly factors-in the effects

of movement or shape change of the coverage area boundary due to changes in ui (e.g. when a

drone moves or elevates in height). This allows us to mitigate the discontinuities due to finite

coverage fields of resources. While we show the general result here, the term
∂qQ∩δSi
∂ui

T
nqQ∩δSi can

be simplified further using implicit differentiation of the boundary of Si, which depends on the

particular game under consideration. We show the simplification for our example domains in the

next section.

7.2.3 Implicit boundary differentiation for gradient simplification

The term
∂qQ∩δSi
∂ui

T
nqQ∩δSi from eq 7.2 can be simplified further using implicit differentiation of

the boundary of Si. In our example domains, the coverage boundaries induced by all resources

(drones or lumberjacks) are circular. With the location of i-th drone as ui = {pi, hi} and for the

j-th lumberjack as uj = pj , the boundaries are given as:

δSi = {q | ||q − pi||2 = hi tan θ} for drones, and

δSj = {q | ‖q − pj‖2 = RL} for lumberjacks
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We illustrate the calculation of the
∂qQ∩δSi
∂ui

T
nqQ∩δSi term for a drone below and the calculation

follows similarly for lumberjacks. Any point q ∈ Q ∩ δSi satisfies:

||q − pi||2 = hi tan θ

Differentiating this boundary implicitly w.r.t. pi and w.r.t. hi gives:

(
∂q

∂pi

T

− I2

)
q − pi
||q − pi||2

= 0, and

∂q

∂hi

T q − pi
||q − pi||2

= tan θ.

Noting that the outward normal nq at any point q ∈ Q ∩ δSi is given by q−pi
||q−pi||2 , we now have:

∂q

∂ui

T

nq =


(
∂q

∂pi

T

nq

)T
,
∂q

∂hi

T

nq


=

{(
q − pi
||q − pi||2

)T
, tan θ

}

7.2.4 Discretization-based Approximation Framework

While we now have a general form for r(u) and ∂r
∂u , both forms comprise of non closed-form

integrals over the target domain Q or its subsets. While evaluating r and ∂r
∂u in practice, we adopt

a discretization based approach to approximate the integrals. Given a target domain Q ⊂ Rd

with d ∈ {2, 3}, we discretize the full Rd space into B1, . . . , Bd bins respectively in each of the d

dimensions (see figure 7.2a).

Approximating spatial maps: All spatial maps i.e. functions over the target domain Q (e.g.

f(u, q)), are internally represented as real tensors of dimension d with size: (B1, . . . , Bd) (see

figure 7.2b).

Approximating sets: All geometric shapes (or sets of points) including Si for all resources
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(e.g., the circular coverage areas of drones and lumberjacks) and the target domain Q itself (e.g.,

the irregular shaped forest) are converted to binary tensors each of dimension d + 1 with size:

(B1, . . . , Bd, 3). The final dimension of length 3 denotes interior, boundary and exterior of the

geometric shape respectively, i.e. a binary tensor T has Tb1,...,bd,0 = 1 if the bin at index (b1, . . . , bd)

is inside the geometric shape, Tb1,...,bd,1 = 1 if the bin is on the boundary of the geometric shape

and Tb1,...,bd,2 = 1 if the bin is outside the geometric shape (see figure 7.2c).

Approximating operators: Doing the above discretization requires an efficient function for

computing the binary tensors associated with the in(·) and the δ(·) operators. This is performed

by our efficient divide-and-conquer shape discretizer, which is presented in section B.2 in the

appendix for brevity. The other set operations are approximated as follows: (a) set intersections

are performed by element-wise binary tensor products, (b) integrals of spatial maps over geometric

sets are approximated by multiplying (i.e. masking) the real tensor corresponding to the spatial

map with the binary tensor corresponding to the geometric set followed by an across-dimension

sum over the appropriate set of axes.
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(a) Discretize the target space Rd (but not action space) into bins

(b) Approximate all spatial maps e.g., f(u, q) as real tensors of shape
(B1, B2)

(c) Approximate all sets e.g., spatial coverage field Si of each resource and the target domain
Q as binary tensors of shape (B1, B2, 3)

Figure 7.2: Illustration of spatial discretization-based framework for 2-D target domains.

Scaling: While our discretized bins growing exponentially with dimension d of the target

domain may come off as a limitation, our method still scales well for most real-world coverage

problems since they reside on two or three-dimensional target domains. Note that unlike previous

approaches which discretize the target domain and simultaneously restrict the agents’ actions to

discrete bins [142, 46], we do not discretize the actions u of agents. Hence, we do not run into
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intractability induced by discretizing high-dimensional actions of agents owning multiple resources

and we keep u amenable to gradient-based optimization.

Using the framework: Our proposed framework essentially acts as an autograd module

for r(u) differentiable w.r.t. input u, which provides both the forward and the backward calls

(i.e. evaluation and gradients). Hence, it can now be used for direct gradient-based optimization

solutions to multi-resource coverage problems. We describe our solution approaches in the next

section.

7.2.5 Solution Approaches

For the single agent surveillance domain, we compare the following solution approaches:

1. Genetic algorithm [gen]: We run a genetic algorithm as shown in algorithm 4 to search for

near-optimal resource allocations (with population size K = 6 and max itr = 1000).

2. Gradient ascent [ga]: We perform gradient ascent on a differentiable approximation to the

coverage objective rD(uD), thereby converging at a (locally) optimal value of uD:

(a) Neural nets [ nn]: We train feedforward neural networks to approximate the coverage

objective and its gradients.

(b) Graph neural nets [ gnn]: We train graph neural networks to approximate the coverage

objective and its gradients.

(c) Our framework [ diff ]: We use our spatial discretization based framework and the

coverage gradient theorem to approximate the coverage objective and its gradients.

3. Augmented genetic algorithm [agen]: We augment the genetic algorithm as shown in algo-

rithm 4, line 11 by having an inner-loop which performs gradient ascent on all population

members in every iteration of the algorithm. We use population size K = 6, max itr = 1000

and 100 inner-loop gradient ascent iterations. We again have the three variants: [ nn], [ gnn]

and [ diff ] based on where the gradients come from.
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For two-agent adversarial games, we employ the DeepFP algorithm [67], which is based on

fictitious play. Briefly summarized in algorithm 5, it obtains a differentiable approximation

to the reward functions rD,2p and rA,2p, creates an empty memory to store a non-parametric

representation of the agents’ mixed strategies σ = (σD, σA) and initializes best responses for both

agents randomly [lines 1-3]. Then it alternatively updates: (a) the agents’ strategies, by storing

the current best responses in the memory [line 5], and (b) the best responses, by maximizing

each agent p’s differentiable reward function against a batch of samples drawn from the other

agent’s strategy σ−p [lines 6-8]. We point the readers to [67] for details of the algorithm. In our

implementation, we used a modified version of the DeepFP algorithm to apply it to our setting.

The modifications made and the reasons behind them have been described in detail in section 7.2.6.

The DeepFP hyperparameters used can be found in section B.1 in the appendix. Again we use

neural nets [ nn], graph neural nets [ gnn] and our approximation framework [ diff ] to obtain the

gradients of the coverage objective and compare these variants empirically.

7.2.6 Modifications to DeepFP

Dealing with zero gradients: In the two-agent game (example 2), the attacker’s reward depends

on the locations of its resources, but the defender’s reward solely depends on overlaps with the

attacker’s resources. In absence of such overlap, the gradient of rD,2p w.r.t. uD,i becomes 0. Hence,

we use the reward from the one-agent game (example 1) as an intrinsic reward for the defender

similar to how RL algorithms employ intrinsic rewards when extrinsic rewards are sparse [97].

Then the reward function for the defender becomes: r̃D,2p(uD, uA) = rD,2p(uD, uA) + µrD,1p(uD).

We use a small µ = 0.001 to not cause significant deviation from the zero-sum structure of the

game and yet provide a non-zero gradient to guide the defender’s resources in the absence of

gradients from rD,2p.

Mitigating sub-optimal local optima in best responses: During our preliminary ex-

periments, we observed that learning to optimize resource locations or mixed strategies using
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Algorithm 4: A Genetic Algorithm for Resource Allocation in Spatial Coverage Problems

Result: Final action u
1 Required: Coverage reward r(u) (a.k.a. fitness function);

2 Initialize a population of K actions u1:K each ∈ Rm×d;
3 for itr ∈ {1, . . . ,max itr} do

/* Evaluate population members */

4 Compute fitness r(ui) of population member ui ∀i ∈ 1 : K;
/* Ranking */

5 Sort all population members in decreasing order of fitness;
/* Cross-over */

6 Copy the top K/3 fittest population members;
7 Make a shuffled copy of these top K/3 members;
8 Between each pair of the original and shuffled copies, swap the corresponding resource

placements with probability 0.5 generating 2 new members per pair;
9 Discard the bottom 2K/3 population and replace them with the newly crossed-over

copies;
/* Perform mutation */

10 Randomly perturb the coordinates of the newly generated 2K/3 copies by appropriate
amounts (we use uniform random numbers between [−0.1, 0.1] per coordinate);

/* Perform inner-loop gradient ascent if augmented genetic algorithm */

11 In the augmented genetic algorithm variant, apply a fixed number of gradient ascent
iterations to each population member using gradients from a differentiable
approximation r̂(u) to r(u);

12 Return arg maxu∈u1:K
r̂(u);

Algorithm 5: DeepFP

Result: Final strategies σD, σA in mem
1 Obtain a differentiable approximation r̂ = (r̂D, r̂A) to the reward functions: (rD,2p, rA,2p);
2 Initialize best responses (brD, brA) randomly;
3 Create empty memory mem to store σ = (σD, σA);
4 for game ∈ {1, . . . , max games} do

/* Update strategies */

5 Update σ by storing best responses {brD, brA} in mem;
/* Update best responses */

6 for agent p ∈ {D,A} do
7 Draw samples {ui−p}i=1:bs from σ−p in mem;

8 brp := maxup
1
bs

∑bs
i=1 r̂p(up, u

i
−p);

purely gradient-based optimization can easily get stuck in local minima. While multiple re-runs in

single-agent games can generate a reasonably good local minimum, in multi-agent games where the

loss functions of agents are non-stationary due to changes in the other agents’ mixed strategies, this

leads to agents getting stuck in very sub-optimal local best responses. DeepFP maintains stochastic

best responses to partially alleviate this issue, but doesn’t completely mitigate it (for an example,
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(a) Iter 0 (b) Iter 200 (c) Iter 400 (d) Iter 800 (e) Iter 1300 (f) Iter 1900

Figure 7.3: A sample sequence of iterations for DeepFP with m = n = 1 to demonstrate the attacker’s
best responses getting stuck in non-stationary local minima generated due to eventual adaptation by the
defender; The drone (blue dots sampled from the defender’s stochastic best response) eventually drives the
lumberjack (red dots) into a corner from where it cannot cross over to other parts of the forest, because
gradient-based optimization cannot jump over walls of high loss values.

see Figure 7.3). While computing a global best response at every iteration of DeepFP can be costly

(often infeasible), in practice it suffices to have a discontinuous exploration technique available in

the best response update step. Hence, we propose a simple population-based approach wherein,

motivated by [87], we maintain a set of K deterministic best responses brkp(σ−p), for p ∈ {D,A}

and ∀k ∈ [K]. During the best response optimization step for agent p [lines 6-8 in algorithm 5],

we optimize the K best responses independently and play the one which exploits agent −p the

most. After the optimization step, the top K
2 best responses are retained while the bottom half

are discarded and freshly initialized with random placements for the next iteration. This allows

retention and further refinement of the current best responses over subsequent iterations, while

discarding and replacing the ones stuck due to the opponent exploiting them. Since best responses

get re-ranked every iteration, neither agent can excessively exploit a best response and cause the

opponent to get stuck, because the opponent just switches to a different best response from its

population in subsequent iterations.

7.3 Experiments

In our experiments on both our application domains, we differentiably approximate rewards using

the following variants: (a) feedforward neural networks [nn], (b) graph neural networks [gnn],

and (c) our approximation framework [diff ]. For the nn and gnn baselines, we trained neural
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networks, one per forest and per value of m (and n for two-agent games), to predict the reward

of the defender (and attacker in case of two-agent game) by minimizing the MSE loss using the

Adam optimizer. The neural networks take as input the action uD of the defender (and uA also

for two-agent game) and output a prediction for the reward r̂D,1p (r̂D,2p and r̂A,2p for two-agent

game). Please see section B.1 in appendix for network architectures and hyperparameters. We

also represent best responses with the following variants: (a) stochastic best response nets [brnet ]

as originally done by DeepFP, and (b) our deterministic evolutionary population [popK] with K

being the population size (see section 7.2.6 for why this modification is useful). We use d = 2

dimensional forests and discretize them into B1 = B2 = 200 bins per dimension for a total of 40K

bins when using our framework.

Table 7.1: Maximum reward averaged across forest instances achieved for Areal Surveillance domain.

m = 1 m = 2 m = 4 m = 8
gen 9378.46 16061.02 24857.09 33749.89

± 660.27 ±940.34 ±1593.90 ±2949.36
ga diff 9364.07 16086.24 25109.58 34364.64

±660.55 ± 923.84 ± 1552.05 ± 3168.55
ga nn 9337.57 14308.12 19211.01 19127.45

±680.45 ±1070.00 ±2233.19 ±2498.12
ga gnn 9291.36 14082.38 19075.09 19657.22

±665.65 ±1073.62 ±1378.36 ±2346.17
agen diff 9374.36 16091.18 25122.13 34792.45

± 660.56 ± 927.46 ± 1555.55 ± 2924.52
agen nn 9351.67 14348.55 19236.34 19563.83

±674.55 ±1057.19 ±2229.72 ±2378.31
agen gnn 9307.41 14207.96 19652.45 20286.63

±676.78 ±1044.29 ±1712.13 ±2339.48

7.3.1 Results on Areal Surveillance domain

We show the experiment results achieved by using all methods: gen, ga diff, ga nn, ga gnn,

agen diff, agen nn and agen gnn for different values of m ∈ {1, 2, 4, 8} over 5 different forest

instances differing in shape and tree density. The maximum true reward rD,1p achieved by all

methods averaged over all the forest instances is summarized in Table 7.1. It is clear that agen diff
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always achieves the maximum true reward for nearly all values of m (except m = 1 due to

stochasticity of genetic algorithms). This is because gen only performs undirected global search,

while the ga variants perform only directed local optimization with gradient ascent. The agen

variants are the only ones which combine the undirected global search of genetic algorithms with

local optimization of gradient-based optimization and hence outperform other baselines. Figure 7.4

shows the final locations computed for a randomly chosen forest and with m = 2 for all methods.

Amongst the diff, nn and gnn variants, the diff variants always outperform the other two since

our approximation framework is quite precise while neural networks become more inaccurate at

approximating the coverage objective and its gradients, especially as m increases and the objective

becomes combinatorially harder to approximate. This is also reflected in the plots of true reward

achieved vs training iterations shown in Figure 7.5 for simple gradient ascent (ga) variants. Since

diff variants are unbiased approximators of the true reward1, the true reward continues to increase

till convergence for diff. For nn and gnn variants, the true reward increases initially but eventually

goes down as the defender action uD begins to overfit the potentially inaccurate approximations

made by nn and gnn.

1The only bias in diff is the discretization bin sizes, which can be made arbitrarily small in principle.
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(a) Forest tree density (b) Action found via gen

(c) Action found via ga diff (d) Action found via ga nn (e) Action found via ga gnn

(f) Action found via agen diff (g) Action found via agen nn (h) Action found via agen gnn

Figure 7.4: Visualizing final actions for a randomly chosen forest with m = 2.
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(a) m = 1 (b) m = 2

(c) m = 4 (d) m = 8

Figure 7.5: Plots of true reward achieved by diff, nn and gnn variants over gradient ascent iterations for
m ∈ {1, 2, 4, 8}.

7.3.2 Results on Adversarial Coverage game

We implemented different variants of DeepFP with variations of differentiable reward models

in {nn, gnn, diff } along with variations of best responses in {brnet, pop4}. We measured the

exploitability εD(σD) of the defender strategy found by all methods to compare them against each

other. To compute the exploitability of the defender strategy found by any variant of DeepFP,

we froze the defender strategy σD and directly maximized EuD∼σD [r̂A(uD, uA)] w.r.t. uA with r̂A

being approximated by diff. This is a single-agent objective and can be directly maximized with

gradient ascent. We perform 30 independent maximization runs to avoid reporting local maxima

and report the best of them as the exploitability. Note that nash equilibrium strategies are the

least exploitable strategies, hence the lower the value of εD(σD) found, the closer σD is to the

nash equilibrium strategy.
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Table 7.2 shows the exploitability values for different variants of DeepFP. We observe that the

exploitability when best responses are approximated by a population-based variant with K = 4 is

always lower than that of stochastic best response networks employed by original DeepFP. Further,

with few agent resources m = n = 1, the exploitability across diff, nn and gnn is nearly similar

but the disparity increases for larger number of agent resources and diff dominates over nn and

gnn with less exploitable defender strategies. Notably, the original DeepFP (nn + brnet) is heavily

exploitable while our proposed variant (diff + popK ) is the least exploitable. In Figure 7.6, we show

a visualization of the points sampled from the defender and attacker’s strategies for m = n = 2

case on the same forest from Figure 7.4a. The visualization confirms that diff + popK covers the

dense core of the forest with the defender’s drones so the attacking lumberjacks attack only the

regions surrounding the dense core, while nn + brnet drones often gets stuck and concentrated in

a small region thereby allowing lumberjacks to exploit the remaining dense forest.

Table 7.2: Exploitability of the defender from DeepFP variants averaged across forest instances.

εD(σD) m=n=1 m=n=2 m=n=4
brnet

diff 209.78 399.95 559.36
(ours) ±49.94 ±57.70 ±164.21

nn 203.92 323.00 787.53
±54.67 ±39.55 ±194.82

gnn 204.55 307.74 597.23
±50.72 ±62.67 ±125.01

pop4 (ours)
diff 116.41 141.09 141.54

(ours) ±15.02 ± 13.90 ± 26.60
nn 113.61 208.23 339.31

± 6.92 ±22.76 ±116.77
gnn 113.99 176.25 172.30

±13.74 ±15.21 ±34.08
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(a) Strategy for diff + brnet (b) Strategy for nn + brnet

(c) Strategy for gnn + brnet (d) Strategy for diff + pop4

(e) Strategy for nn + pop4 (f) Strategy for gnn + pop4

Figure 7.6: Visualizing final strategies found via diff, nn and gnn with best responses of the form brnet and
pop4 on a randomly chosen forest with m = n = 2. The blue (red) dots are sampled from the defender’s
(attacker’s) strategy for the 2 drones (lumberjacks).
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Finally since the number of population members K is an important hyperparameter for our

proposed approach, we show the effect on defender’s exploitability by increasing K in Table 7.3. As

expected, the exploitability decreases when using larger population sizes due to better exploration

and finding more optimal (local) best responses while running DeepFP. Increasing K also reduces

the variance of our metrics considerably. However using large population sizes also directly increases

the computational burden and hence we have used K = 4 in all our experiments as a reasonable

trade-off between achieving better metrics and having manageable run-times.

Table 7.3: Exploitability of defender for m = n = 2 averaged across forest instances with increasing
population size K.

Variant εD(σD)
brnet 399.9488± 57.7006
pop1 348.9498± 98.4338
pop2 189.8122± 73.6444
pop4 141.0912± 13.8966
pop6 127.9152 ± 12.8323

7.4 Summary

In this chapter, we propose the Coverage Gradient Theorem to directly compute the gradients of a

large class of multi-resource spatial coverage objectives. We also provide a tractable and scalable

spatial discretization-based framework to approximate the resulting gradient expressions. By

augmenting existing approaches with our approximation framework, we show improved performance

in both single-agent and adversarial two-agent multi-resource spatial coverage problems.

One of the key limitations of the approximation framework is to approximate the integrals using

discretization. While this scales well for two or three dimensional target domains, it is harder to

scale if we are working with target spaces of larger dimensions and one needs to explore alternative

but less accurate methods, e.g., sampling. However, while it is much more manageable to store

discretized shape tensors in GPU memory, while working with samples from geometric shapes

and defining operators on them is generally harder. Further, while our framework scales linearly
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with the number of resources for single player games, the size of the spatial maps and binary

tensors involved depends on the number of bins chosen per dimension of the target domain. This

number can be large if a fine-grained discretization is being used or the target space is huge and

can require multiple GPUs in parallel to store the full forward and backward models. To obtain

the best trade-off between memory and parallelization on GPUs, working on scalable adaptive

sampling-based frameworks is a promising next step for future research.
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Chapter 8

Conclusion

8.1 Summary of current work

In this thesis, I have presented several key multi-agent learning problems, namely, multi-agent

prediction, multi-agent control and multi-agent credit allocation and proposed solutions to advance

the state-of-the-art for them. Since studying these challenging problems arising in multi-agent

systems in general without any specific focus is hard, we chose specific domains to study each

problem.

Specifically, we first studied interaction modeling via the multi-agent trajectory prediction

problem which occurs extensively in human crowds, traffic modeling, physics and sports analytics

domains. We analyzed the key inductive biases required for motion prediction and presented

an architecture which incorporates all the required inductive biases. The primary focus was on

capturing interactions amongst multiple agents and being able to represent continuous-valued

fuzzy decision making via the architecture. To address this, we designed a novel attention

mechanism called the Fuzzy Query Attention (FQA) which provides our architecture and its

superior performance capabilities over other competing baselines in many diverse domains.

Next we studied multi-agent interaction in order to learn individual policies for the players.

We proposed the algorithms OptGradFP and DeepFP for two-player adversarial stackelberg

132



security games. OptGradFP aims to compute optimal defender strategies for spatial security

games with continuous action spaces. It is a novel and general model-free learning algorithm which

implements approximate fictitious play. DeepFP is a model-based strategy learning algorithm

which addresses several challenges present in OptGradFP and improves upon it. We demonstrated

stable convergence to Nash equilibrium on several classic games and also applied our methods to

a large forest security domain thereby demonstrating the robustness of the computed strategies

against adversarial exploitation.

Lastly, we analyzed the problem of credit allocation in multi-agent systems. We focused on

learning optimal spatial coverage with continuous and differentiable reward prediction models

of a multi-resource system, in which backpropagation can allow for credit assignment during

placement. While it is not always possible to simplify the design of differentiable reward models,

we considered the problem of designing differentiable reward models for the specific domain of

multi-resource spatial coverage and tackled some of the common challenges which make the reward

models non-differentiable in this domain. Here we introduced the coverage gradient theorem, which

provides a gradient estimator for a broad class of spatial coverage objectives using a combination of

Newton-Leibniz theorem and implicit boundary differentiation. This allowed differentiable credit

assignment for the placement of different resources towards a given coverage objective. We also

proposed a tractable framework to approximate the coverage objectives and their gradients using

spatial discretization.

8.2 New challenges

The proposed approaches in this thesis also opened up many new challenges. In this section, I will

discuss some of these challenges that I encountered during my research and why it is important to

address these challenges.
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8.2.1 Scaling due to quadratically growing interactions

Firstly and most importantly, all multi-agent learning setups deal with interactions between

multiple agents. In a setup with N agents, if one considers all possible pairwise interactions, this

results in O(N2) interactions. This is independent of which multi-agent system one considers, be

it trajectory prediction, multi-resource spatial coverage or security games. Having such quadratic

growth in the number of interactions can often be the key bottleneck in scaling multi-agent solution

approaches since N2 grows super-linearly with the number of agents/entities N . Hence it is

important to address this issue and research solutions which allow us to reduce the number of

interactions considered given a system with N agents.

8.2.2 Pitfalls of learning with game models

In chapter 7, we showed that using our differentiable approximation for spatial coverage domains

results in much better resource allocations as compared to when one uses neural network based learnt

approximations. This key observation reveals the bias neural network based learnt approximations

can suffer when employed for single-agent or multi-agent reinforcement learning. In general, it

is true that using any learnt differentiable approximations to a reward function and directly

backpropagating through it can lead to poor performance due to the learnt model hallucinating

artifacts which do not actually exist in the real system [41]. Hence, learning with fictitious play

based methods like DeepFP can benefit substantially from: (a) either better ways of learning

reward models or, (b) better ways of using potentially inaccurate learnt reward models. Both

these challenges are in general still open research directions.

8.2.3 Addressing solutions for large spatial coverage domains

While we have primarily focused on scaling of our proposed methods with number of agents in

this thesis, in certain multi-agent settings there are other factors to consider towards scalability
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of a proposed approach. For instance, in the spatial coverage problem the size of the target

domain being covered can often be a key bottleneck towards scalability. Consider as an example

application, the placement of medical testing sites during a pandemic like the recent Covid-19

disease caused by the SARS-CoV-2 virus. In such a case, the testing sites can be considered as

resources to be placed while the population density infected with the disease at a given location

can be considered as target density. However, since a testing site covers a small geographical

location in practice, e.g., a 10 mile radius, allocating such testing sites for a large city or a single

state of the United States can lead to very large discretized tensors in our approach, especially if a

fine-grained discretization is required. Addressing scalability in such cases can be an interesting

future challenge and new frameworks to approximate the Coverage Gradient Theorem might be

required in this case.

8.2.4 Games where agents do not know each others’ objectives

Lastly, while researching multi-agent control, this thesis primarily deals with adversarial learning

in security games between two agents. These assume a zero-sum objective for the two agents, i.e.,

each agent also knows the other agent’s goal. Hence fictitious play and its extensions (OptGradFP

and DeepFP) are viable algorithms here. However, many practical games in real life can be

cooperative (non zero-sum) in nature. Further, the two agents may not even know each others’

goals. An example of such a domain can be the design of a virtual reality (VR) assistive agent

residing in a pair of VR glasses and potentially attached to a human. The goal of the VR agent

is to assist the human in his/her day-to-day life. In such a case, the human is the first agent

and he/she knows his/her goals, while the VR glass is the second agent and is not aware of the

human’s true goals at any instant. This implies that the VR glass agent now requires observation

and inference capabilities built into its learning algorithm. It needs to be able to observe the

human agent and infer what the human is trying to achieve at a given time before being able to

offer assistance. Hence, extending learning algorithms to such cases where the agents may not
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fully know each others’ objectives is an important new challenge and an exciting future research

direction.

8.3 Potential solutions and future research directions

The previous section introduced many upcoming new challenges in multi-agent learning systems

that I observed during my research. This section briefly proposes future directions to explore in

order to address some of the above mentioned challenges.

8.3.1 Scaling quadratically growing interactions with differentiable clustering

To address the challenge of quadratic (super-linear) scaling with the number of agents N , it

is important to note that all pairwise interactions in a multi-agent system are not necessarily

useful. We often see instances of this in our day-to-day lives, e.g., a pedestrian walking in a

crowd only looks at close-by neighbors to make decisions about their path and not necessarily

at everyone around. Incorporating such heuristics to reduce the size of the computation graph

generally requires some domain knowledge and we have explored this approach in chapter 4 using

our distance-based cutoff heuristic.

However, when such domain knowledge is not available humans are still able to reduce the

complexity of their decision making by often grouping similar agents/entities together. For instance,

when one wanders through a crowded corridor in a school after the bell rings, one often views the

group of students coming out a classroom as a single super-entity rather than viewing them all

as separate entities! This concept of dynamically grouping agents/entities with similar behavior

is key to the human decision making process and is another potential inductive bias that can be

incorporated in any multi-agent learning architecture. While an exact implementation of such

dynamic clustering is currently an open research problem, a version of this problem also often arises

in: (a) graph clustering where one needs to merge graph nodes into super-nodes to create a clustered
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graph and (b) image segmentation where parts of an features have to be recursively clustered

to identify objects. Recent works in these domains have explored the concept of differentiable

clustering [144, 127, 71] towards accomplishing dynamic clustering in computation graphs and this

could be an interesting first step to explore for reducing the complexity of multi-agent interaction

learning architectures.

8.3.2 Robust model-based learning

As discussed above, using learnt reward models directly for backpropagation can sometimes create

hallucinatory effects which are not present in the true system. While it is unclear if this is

always necessary, there are potential alternatives like I2A [103] which combine model-based and

model-free learning in the case of single-agent reinforcement learning algorithms. These can act

as potential starting points for exploration into a combination of model-free and model-based

methods for multi-agent reinforcement learning. This can potentially lead to augmented variants

or combinations of OptGradFP and DeepFP for learning in complex security games settings where

a learnt reward model by itself may be inaccurate for direct backpropagation and a more accurate

reward model like that presented in chapter 7 may not be available.

8.3.3 Adaptive sampling for large spatial coverage domains

While we presented a spatial discretization based architecture to implement the integrals involved

in the Coverage Gradient Theorem, this could be a potential limitation of the framework. The

size of the spatial maps and binary tensors involved depends on the number of bins chosen per

dimension of the target domain. This number can be large if a fine-grained discretization is being

used or the target space is huge and can require multiple GPUs in parallel to store the full forward

and backward models. An example application could be a large scale placement of Covid-19 test

centers in one of the US states.
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In such cases a potential direction of research could be to use adaptive sampling to approximate

the involved integrals. However, while it is much more manageable to store discretized shape

tensors in GPU memory, working with samples from geometric shapes and defining operators on

them is generally harder. To obtain the best trade-off between memory and parallelization on

GPUs, working on scalable adaptive sampling-based frameworks is a promising next step for future

research.

8.3.4 Cooperative Inverse Reinforcement Learning

When two agents need to cooperate with each other but one or more of them may not be aware

of the other’s goals, the learning problem becomes much more complex. In such value alignment

problems, often simple inverse reinforcement learning cannot be directly applied. Rather, one

needs to redefine the game taking into account the fact that a true solution may require inference

and goal estimation as sub-steps. As a first step to solving such games, e.g., for real life artificial

assistive agents, researching Cooperative Inverse reinforcement learning [43] is an exciting new

future direction and can lead to substantial improvement in these domains.
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[114] Jeff S Shamma and Gürdal Arslan. Unified convergence proofs of continuous-time fictitious
play. IEEE Transactions on Automatic Control, 49(7):1137–1141, 2004.

[115] David Silver, Aja Huang, Christopher J. Maddison, Arthur Guez, Laurent Sifre, George
van den Driessche, Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam, Marc
Lanctot, Sander Dieleman, Dominik Grewe, John Nham, Nal Kalchbrenner, Ilya Sutskever,
Timothy Lillicrap, Madeleine Leach, Koray Kavukcuoglu, Thore Graepel, and Demis Hassabis.
Mastering the game of go with deep neural networks and tree search. Nature, 529:484–503,
2016.

[116] Kyunghwan Son, Daewoo Kim, Wan Ju Kang, David Earl Hostallero, and Yung Yi. Qtran:
Learning to factorize with transformation for cooperative multi-agent reinforcement learning.
In International Conference on Machine Learning, pages 5887–5896. PMLR, 2019.

[117] Sriram Srinivasan, Marc Lanctot, Vinicius Zambaldi, Julien Pérolat, Karl Tuyls, Rémi Munos,
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Appendix A

DeepFP for Finding Nash Equilibrium in Continuous

Action Spaces

A.1 Hyperparameters and model architectures

All our models were trained using TensorFlow v1.5 on a Ubuntu 16.04 machine with 32 CPU cores

and a Nvidia Tesla K40c GPU.

• Cournot game and Concave-convex game: Best response networks for the Cournot

game and the Concave-convex game consist of single fully connected layer with a sigmoid

activation, directly mapping the 2-D input noise z ∼ N ([0, 0], I2) to a scalar output qp for

player p. Best response networks are trained with Adam optimizer [72] and learning rate

of 0.05. To estimate payoffs, we use exact reward models for the game model networks.

Maximum games were limited to 30,000 for Cournot game and 50,000 for Concave-convex

game.

• Forest protection game: The action up of player p contains the cylindrical coordinates

(radii and angles) for all resources of that player. So, the best response network for the

Forest protection game maps ZA ∈ R64 to the adversary action uA ∈ Rn×2. It has 3 fully

connected hidden layers with {128, 64, 64} units and ReLU activations. The final output
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comes from two parallel fully connected layers with n (number of lumberjacks) units each:

(a) first with sigmoid activations outputting n radii ∈ [0, 1], and (b) second with linear

activations outputting n angles ∈ [−∞,∞], which are modulo-ed to be in [0, 2π] everywhere.

All layers are L2-regularized with coefficient 10−2:

xA = relu(FC64(relu(FC64(relu(FC128(ZA))))))

uA,rad = σ(FCn(xA)); uA,ang = FCn(xA)

The game model takes all players’ actions as inputs (i.e. matrices uD, uA of shapes (m, 2)

and (n, 2)) respectively) and produces two scalar rewards rD and rA. It internally converts

the angles in the second columns of these inputs to the range [0, 2π]. Since the rewards

should be invariant to the permutations of the defender’s and adversary’s resources (guards

and lumberjacks resp.), we first pass the input matrices through non-linear embeddings to

interpret their rows as sets rather than ordered vectors (see Deep Sets [145] for details). These

non-linear embeddings are shared between the rows of the input matrix and are themselves

deep neural networks with three fully connected hidden layers containing {60, 60, 120} units

and ReLU activations. They map each row of the matrices into a 120-dimensional vector

and then add all these vectors. This effectively projects the action of each player into a

120-dimensional action embedding representation invariant to the ordering of the resources.

The players’ embedding networks are trained jointly as a part of the game model network.

The players’ action embeddings are further passed through 3 hidden fully connected layers

with {1024, 512, 128} units and ReLU activations. The final output rewards are produced
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by a last fully connected layer with 2 hidden units and linear activation. All layers are

L2-regularized with coefficient 3× 10−4:

embp =
∑

dim=row

(DeepSet60,60,120(up)) ∀p ∈ {D,A}

r̂D, r̂A = FC2(relu(FC128(relu(FC512(relu(FC1024(embD, embA))))))

The models are trained with Adam optimizer [72]. Note that the permutation invariant

embeddings are not central to the game model network and only help to incorporate an

inductive bias for this game. We also tested the game model network without the embedding

networks and achieved similar performance with about 2x increase in the number of iterations

since the game model would need to infer permutation invariance from data.
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Appendix B

Gradient-based Optimization for Multi-resource Spatial

Coverage Problems

B.1 Hyperparameters and model architectures

B.1.1 Learning differentiable reward models

While learning differentiable reward models with neural networks, we trained all networks for

100, 000 iterations with the Adam optimizer having learning rate 0.01 and a batch size of 64. The

network architectures used are shown in Table B.1.

B.1.2 DeepFP

For DeepFP, we run a total of 1000 outer fictitious play iterations and 100 inner optimization

iterations to update best responses using the Adam optimizer with learning rate 0.001 and batch

size 16. The network architecture for best response nets in brnet variant are shown in Table B.2.

B.2 Divide and conquer based shape discretizer

The python pseudo-code for the discretizer is shown below and makes use of a recursive geometric

map-filling method which uses divide and conquer to efficiently compute the interior, exterior and
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Table B.1: Network architectures for reward models

Game Net type Structure

Areal Surveillance nn Rm×3 R128 R512 R128 R1fc,relu fc,relu fc,relu fc,relu

Areal Surveillance gnn

Rm×3, , R32, , R32,R16,

R32,R16, R32,R16,R16

R32,R16,R16 R32,R16,R16

R1

node enc

3→32

edge net

64→16

node net

48→32

glob net

48→16

edge net

96→16

node net

64→32

glob net

64→1

Adversarial Coverage nn

Rm×3 R128 R128 R1

R256 R512

Rn×2 R128 R128 R1

fc,relu

cat

fc,relu fc

fc,relu

fc,relu

cat

fc,relu fc

Adversarial Coverage gnn

R(m+n)×3, , R64, , R64,R32,

R64,R32, R64,R32,R32

R64,R32,R32 R64,R32,R32

R2

node enc

3→64

edge net

128→32

node net

96→64

glob net

96→32

edge net

192→32

node net

128→64

glob net

128→2

boundary of any geometric shape stored in the Shapely geometric library format. Note that a

minimal functional pseudo-code using Numpy has been presented here to facilitate understanding.

Our actual code is more complex and allows working with PyTorch tensors on both CPU and

GPU while also supporting batches of geometric objects. We also have other specialized versions

(not shown here) which work faster for circular geometries.

153



Table B.2: Network architectures for DeepFP brnet best responses

Net type Structure

Defender’s brnet

Rm×2

R32 R256

Rm×1

fc,tanh

fc,relu

fc,relu

Attacker’s brnet R32 R256 Rn×2fc,relu fc,tanh

import numpy as np

from shape ly . geometry import Polygon , Point

def get g map (geom , l ims , d e l t a s ) :

’ ’ ’ Computes the geometr ic maps from geometry .

Args :

geom : Shape ly geometry o b j e c t

l ims : Tuple ( x min , x max , y min , y max ) f o r generated

geometr ic map

d e l t a s : D i s c r e t i z a t i o n b in s i z e ; t u p l e ( delX , delY )

Returns :

g map : numpy . ndarray o f shape ( nbinsX , nbinsY , 3)

c o n t a i n i n g ( i n t e r i o r , boundary , e x t e r i o r ) i n d i c a t o r o f

geometry in the t h i r d dimension .

’ ’ ’

x min , x max , y min , y max = l ims

delX , delY = d e l t a s
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nbinsX = round ( ( x max − x min ) / delX )

nbinsY = round ( ( y max − y min ) / delY )

g map = np . z e r o s ( ( nbinsX , nbinsY , 3 ) ) # ( int , bound , e x t )

f i l l ( geom , g map , 0 , nbinsX , 0 , nbinsY , l ims , d e l t a s )

return g map

def f i l l ( geom , g map , i1 , i2 , j1 , j2 , l ims , d e l t a s ) :

’ ’ ’ F i l l s g map o f shape ( nbinsX , nbinsY , 3) wi th 1 s at

a p p r o p r i a t e l o c a t i o n s to i n d i c a t e i n t e r i o r , e x t e r i o r and

boundary o f the shape geom . This method makes r e c u r s i v e

c a l l s to i t s e l f and f i l l s up the g map t e n s o r in−p l a c e .

Args :

geom : A s h a p e l y . geometry o b j e c t , e . g . Polygon

g map : A numpy . ndarray o f shape ( nbinsX , nbinsY , 3)

i1 : l e f t x−coord o f r e c u r s i v e r e c t a n g l e to check a g a i n s t

i2 : r i g h t x−coord o f r e c u r s i v e r e c t a n g l e to check a g a i n s t

j1 : bottom y−coord o f r e c u r s i v e r e c t a n g l e to check a g a i n s t

j2 : top y−coord o f r e c u r s i v e r e c t a n g l e to check a g a i n s t

l ims : Tuple ( x min , x max , y min , y max ) f o r generated

geometr ic map

d e l t a s : D i s c r e t i z a t i o n b in s i z e ; t u p l e ( delX , delY )

’ ’ ’
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x min , x max , y min , y max = l ims

delX , delY = d e l t a s

box = Polygon ( [ ( x min + i 1 ∗delX , y min + j1 ∗delY ) , \

( x min + i 2 ∗delX , y min + j1 ∗delY ) , \

( x min + i 2 ∗delX , y min + j2 ∗delY ) , \

( x min + i 1 ∗delX , y min + j2 ∗delY ) ] )

i f box . d i s j o i n t (geom ) :

g map [ i 1 : i2 , j 1 : j2 , 2 ] = 1 .0

e l i f box . with in (geom ) :

g map [ i 1 : i2 , j 1 : j2 , 0 ] = 1 .0

else : # box . i n t e r s e c t s (geom)

i f ( i 2 − i 1 <= 1) and ( j 2 − j 1 <= 1 ) :

g map [ i 1 : i2 , j 1 : j2 , 1 ] = 1

e l i f ( i 2 − i 1 <= 1) and ( j 2 − j 1 > 1 ) :

j mid = ( j1 + j2 ) // 2

f i l l (geom , g map , i1 , i2 , j1 , j mid , l ims , d e l t a s )

f i l l ( geom , g map , i1 , i2 , j mid , j2 , l ims , d e l t a s )

e l i f ( i 2 − i 1 > 1) and ( j 2 − j 1 <= 1 ) :

i mid = ( i 1 + i 2 ) // 2

f i l l (geom , g map , i1 , i mid , j1 , j2 , l ims , d e l t a s )

f i l l ( geom , g map , i mid , i2 , j1 , j2 , l ims , d e l t a s )

else : # ( i2 − i 1 > 1) and ( j2 − j 1 > 1 ) :

i mid = ( i 1 + i 2 ) // 2
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j mid = ( j1 + j2 ) // 2

f i l l (geom , g map , i1 , i mid , j1 , j mid , l ims , d e l t a s )

f i l l ( geom , g map , i mid , i2 , j1 , j mid , l ims , d e l t a s )

f i l l ( geom , g map , i1 , i mid , j mid , j2 , l ims , d e l t a s )

f i l l ( geom , g map , i mid , i2 , j mid , j2 , l ims , d e l t a s )
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